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Introduction

Let (H, 〈·, ·〉) be a Hilbert space and consider linear operators
A : D(A)→ H and B : D(B)→ H.
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Let (H, 〈·, ·〉) be a Hilbert space and consider linear operators
A : D(A)→ H and B : D(B)→ H.

The sum A + B is the operator that acts according to the identity

(A + B)ϕ = Aϕ+ Bϕ

for vectors ϕ in the domain D(A + B) = D(A) ∩ D(B).

Philosophy: If ‘B is small compared to A’, then A and the
perturbed operator A + B should have similar properties.

Focus: Preservation of self-adjointness
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Introduction

Let (H, 〈·, ·〉) be a Hilbert space and consider linear operators
A : D(A)→ H and B : D(B)→ H.

The sum A + B is the operator that acts according to the identity

(A + B)ϕ = Aϕ+ Bϕ

for vectors ϕ in the domain D(A + B) = D(A) ∩ D(B).

Philosophy: If ‘B is small compared to A’, then A and the
perturbed operator A + B should have similar properties.

Rigorous meaning?
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‘B is small compared to A’

Definition
Assume that A and B are densely defined and suppose that

1 D(B) ⊃ D(A),
2 For some a, b ≥ 0 and all ϕ ∈ D(A) we have

Then B is said to be (a, b)-bounded with respect to A.

Note that the inequality (1) implies

with a′ = 2a2 and b′ = 2b2.

Conversely, (2) implies (1) with a =
√

a′ and b =
√

b′.

‖Bϕ‖ ≤ a‖Aϕ‖+ b‖ϕ‖. (1)

‖Bϕ‖2 ≤ a′‖Aϕ‖2 + b′‖ϕ‖2. (2)
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The Kato-Rellich Theorem

Theorem (Kato-Rellich)
Let A be self-adjoint and consider a symmetric operator B for
which there exists 0 ≤ a < 1 and b ≥ 0 such that B is
(a, b)-bounded with respect to A.

Then A + B is self-adjoint on D(A) and essentially self-adjoint
on any core of A.
Moreover, if A is bounded below by M, then A + B is bounded
below by M −max

{ b
1−a , a|M|+ b

}
.
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Proof of the Kato-Rellich Theorem
Self-adjointness of A + B on D(A):
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Proof of the Kato-Rellich Theorem
Self-adjointness of A + B on D(A):

A + B is symmetric on the dense domain D(A) so the
self-adjointness of A + B will by [GG,Thm 12.10 and (12.13)]
follow if

Ran(A + B± iµ) = H for some µ > 0.
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Proof of the Kato-Rellich Theorem
Self-adjointness of A + B on D(A):

A + B is symmetric on the dense domain D(A) so the
self-adjointness of A + B will by [GG,Thm 12.10 and (12.13)]
follow if

Ran(A + B± iµ) = H for some µ > 0.

For the case with ‘+’ note that

(A + B + iµ)ϕ = (1 + B(A + iµ)−1)(A + iµ)ϕ for ϕ ∈ D(A).
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Proof of the Kato-Rellich Theorem
Self-adjointness of A + B on D(A):

A + B is symmetric on the dense domain D(A) so the
self-adjointness of A + B will by [GG,Thm 12.10 and (12.13)]
follow if

Ran(A + B± iµ) = H for some µ > 0.

For the case with ‘+’ note that

(A + B + iµ)ϕ = (1 + B(A + iµ)−1)(A + iµ)ϕ for ϕ ∈ D(A).

Show: 1 + B(A + iµ)−1 is invertible H → H for some µ > 0.
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Proof of the Kato-Rellich Theorem
1 + B(A + iµ)−1 is invertibleH→H for some µ > 0:
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Proof of the Kato-Rellich Theorem
1 + B(A + iµ)−1 is invertibleH→H for some µ > 0:

For all ϕ ∈D(A)

‖(A + iµ) ϕ ‖2 = ‖A ϕ ‖2 + µ2‖ ϕ ‖2
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Proof of the Kato-Rellich Theorem
1 + B(A + iµ)−1 is invertibleH→H for some µ > 0:

For all ϕ ∈D(A)

‖(A + iµ) ϕ ‖2 = ‖A ϕ ‖2 + µ2‖ ϕ ‖2

Set ϕ = (A + iµ)−1ψ for ψ ∈ H
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Proof of the Kato-Rellich Theorem
1 + B(A + iµ)−1 is invertibleH→H for some µ > 0:

For all ψ ∈ H
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Proof of the Kato-Rellich Theorem
1 + B(A + iµ)−1 is invertibleH→H for some µ > 0:

For all ψ ∈ H

(A + iµ)(A + iµ)−1

‖ψ‖2 = ‖A(A + iµ)−1ψ‖2 + µ2‖(A + iµ)−1ψ‖2

so

‖A(A + iµ)−1ψ‖2 = ‖ψ‖2 − µ2‖(A + iµ)−1ψ‖2

≤ ‖ψ‖2

,

‖(A + iµ)−1ψ‖2 =
1
µ2

(
‖ψ‖2 − ‖A(A + iµ)−1ψ‖2)

≤ 1
µ2 ‖ψ‖

2

,

Non-negative
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1
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(
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µ2 ‖ψ‖
2,

whereby

‖B(A + iµ)−1ψ‖ ≤ a‖A(A + iµ)−1ψ‖+ b‖(A + iµ)−1ψ‖
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Proof of the Kato-Rellich Theorem
1 + B(A + iµ)−1 is invertibleH→H for some µ > 0:

For all ψ ∈ H

(A + iµ)(A + iµ)−1

‖ψ‖2 = ‖A(A + iµ)−1ψ‖2 + µ2‖(A + iµ)−1ψ‖2

so

‖A(A + iµ)−1ψ‖2 = ‖ψ‖2 − µ2‖(A + iµ)−1ψ‖2 ≤ ‖ψ‖2,

‖(A + iµ)−1ψ‖2 =
1
µ2

(
‖ψ‖2 − ‖A(A + iµ)−1ψ‖2) ≤ 1

µ2 ‖ψ‖
2,

whereby

‖B(A + iµ)−1ψ‖ ≤ a‖A(A + iµ)−1ψ‖+ b‖(A + iµ)−1ψ‖

≤
(

a +
b
µ

)
‖ψ‖.

Choose µ > 0 so that ‖B(A + iµ)−1‖ < 1.
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Proof of the Kato-Rellich Theorem
A + B is essentially self-adjoint on any core of A:
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Proof of the Kato-Rellich Theorem
A + B is essentially self-adjoint on any core of A:
Let C be a core of A that is C ⊂ D(A) and A|C = A

= A

.

Show: (A + B)|C = A + B.
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Proof of the Kato-Rellich Theorem
A + B is essentially self-adjoint on any core of A:
Let C be a core of A that is C ⊂ D(A) and A|C = A = A.

Show: (A + B)|C = A + B.
• (A + B)|C ⊂ A + B

so (A + B)|C ⊂ A + B.

closed extension
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Proof of the Kato-Rellich Theorem
A + B is essentially self-adjoint on any core of A:
Let C be a core of A that is C ⊂ D(A) and A|C = A = A.

Show: (A + B)|C = A + B.
• (A + B)|C ⊂ A + B so (A + B)|C ⊂ A + B.

• For ψ ∈ D(A) we have (ψ,Aψ) ∈ G
(
A|C
)

so we can
choose a sequence (ψn)n∈N of C-vectors such that

ψn −→
n→∞

ψ and Aψn −→
n→∞

Aψ.
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n→∞
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n→∞

0,

Kim Petersen (Department of Mathematical Sciences) — Perturbations of Self-adjoint Operators — 27/10/2011
Slide 7/16



Proof of the Kato-Rellich Theorem
A + B is essentially self-adjoint on any core of A:
Let C be a core of A that is C ⊂ D(A) and A|C = A = A.

Show: (A + B)|C = A + B.
• (A + B)|C ⊂ A + B so (A + B)|C ⊂ A + B.

• For ψ ∈ D(A) we have (ψ,Aψ) ∈ G
(
A|C
)

so we can
choose a sequence (ψn)n∈N of C-vectors such that

ψn −→
n→∞

ψ and Aψn −→
n→∞

Aψ.

Then∥∥(A + B)|Cψn − (A + B)ψ
∥∥

≤ (a + 1)‖Aψn − Aψ‖+ b‖ψn − ψ‖ −→
n→∞

0,

so (ψ, (A + B)ψ) ∈ G
(
(A + B)|C

)
.

Kim Petersen (Department of Mathematical Sciences) — Perturbations of Self-adjoint Operators — 27/10/2011
Slide 7/16



Proof of the Kato-Rellich Theorem
A + B is essentially self-adjoint on any core of A:
Let C be a core of A that is C ⊂ D(A) and A|C = A = A.

Show: (A + B)|C = A + B.
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Then∥∥(A + B)|Cψn − (A + B)ψ
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≤ (a + 1)‖Aψn − Aψ‖+ b‖ψn − ψ‖ −→
n→∞

0,

so (ψ, (A + B)ψ) ∈ G
(
(A + B)|C

)
.

Conclusion: (A + B)|C ⊃ A + B.
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Proof of the Kato-Rellich Theorem
If A ≥ M then A + B ≥ M−max

{ b
1−a , a|M|+ b

}
:
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Proof of the Kato-Rellich Theorem
If A ≥ M then A + B ≥ M−max

{ b
1−a , a|M|+ b

}
:

Under the assumption A ≥ M we want to show that
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Proof of the Kato-Rellich Theorem
1 + B(A + t)−1 is invertible if −t < M−max

{ b
1−a , a|M|+ b

}
:

An argument as above gives in the case t > 0 that for ψ ∈ H
‖A(A + t)−1ψ‖2 ≤ ‖ψ‖2 − (t2 + 2tM)‖(A + t)−1ψ‖2

≤


M2

(M + t)2 ‖ψ‖
2 if t2 + 2tM ≤ 0

‖ψ‖2 if t2 + 2tM > 0
.

so ‖B(A + t)−1ψ‖
≤ a‖A(A + t)−1ψ‖+ b‖(A + t)−1ψ‖

≤



(
a +

b− at
M + t

)
‖ψ‖ if t ≤ 0(

a
|M|

M + t
+

b
M + t

)
‖ψ‖ if t > 0 and t2 + 2tM ≤ 0(

a +
b

M + t

)
‖ψ‖ if t > 0 and t2 + 2tM > 0

which means that ‖B(A + t)−1‖ < 1.
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Schrödinger Operators
Remember for d ∈ N:

• −∆ is a self-adjoint (non-negative) operator on L2(Rd) with
domain D(−∆) = H2(Rd)

• The multiplication operator corresponding to a measurable
function V : Rd → R is self-adjoint on L2(Rd) with domain
D(V) = {ψ ∈ L2(Rd) | Vψ ∈ L2(Rd)}.

We will consider the case where d = 3 and V is in the space

L2(R3) + L∞(R3) = {V2 + V∞ | V2 ∈ L2(R3) and V∞ ∈ L∞(R3)}.

For V = V2 + V∞ ∈ L2(R3) + L∞(R3) and ψ ∈ H2(R3) we have

‖Vψ‖2 ≤ ‖V2ψ‖2 + ‖V∞ψ‖2

≤ ‖V2‖2‖ψ‖∞ + ‖V∞‖∞‖ψ‖2

≤ C(‖V2‖2 + ‖V∞‖∞)‖ψ‖H2

so D(V) ⊃ D(−∆). Thus, the Schrödinger operator −∆ + V is
well defined on the domain D(−∆) = H2(R3).
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Self-adjointness of Schrödinger Operators
In quantum mechanics the self-adjointness of a given
Schrödinger operator is essential

– we can apply the
Kato-Rellich theorem to −∆ + V in the case where
V ∈ L2(R3) + L∞(R3) is real-valued if we manage to prove the
following Lemma.

Lemma
Let V ∈ L2(R3) + L∞(R3). Then for any a > 0 there exists a
b ≥ 0 such that

‖Vψ‖2 ≤ a‖ −∆ψ‖2 + b‖ψ‖2.

Hence, for real V ∈ L2(R3) + L∞(R3) the operator −∆ + V is
self-adjoint on the domain H2(R3) and essentially self-adjoint on
e.g. C∞c (R3).
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Proof of Lemma
Note first that for all ψ ∈ H2(R3)

‖ψ‖∞ = (2π)−3 sup
x∈R3

∣∣∣∫
R3

eix·pψ̂(p) dp
∣∣∣

≤ (2π)−3
(∫

R3
(1 + ε|p|4)−1 dp

) 1
2
(∫

R3
(1 + ε|p|4)|ψ̂(p)|2 dp

) 1
2
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) 1
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≤ Cε
1
8 ‖ −∆ψ‖2 + Cε−

3
8 ‖ψ‖2

so given a V = V2 + V∞ with V2 ∈ L2(R3) and V∞ ∈ L∞(R3) we
have for all ψ ∈ H2(R3) and ε > 0 that
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The Hydrogen Atom
Example:

The Hamiltonian −∆− 1
|x| for the Hydrogen atom is a

self-adjoint operator with domain H2(R3) and essentially
self-adjoint on e.g. C∞c (R3)

since

− 1
|x|

= −1B(0,1)(x)
1
|x|
− 1R3\B(0,1)(x)

1
|x|
,

where the function x 7→
(
−1B(0,1)(x) 1

|x|
)

is square integrable and
x 7→

(
−1R3\B(0,1)(x) 1

|x|
)

is bounded.

Note also that −∆ is bounded from below and so the
Kato-Rellich theorem also implies that the Hamiltonian −∆− 1

|x|
is bounded from below

: The Hydrogen atom is stable.
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Many-body Schrödinger operators
Given N ∈ N measurable potentials V1, . . . ,VN : R3 → R
consider the many-body Schrödinger operator −∆ +

∑N
k=1 Vk

formally given by(
−∆ +

N∑
k=1

Vk

)
ψ(x1, . . . , xN)

= −∆ψ(x1, . . . , xN) +

N∑
k=1

Vk(xk)ψ(x1, . . . , xN)

for (suitable) square integrable functions ψ : R3N → C.

As in the one-body case −∆ +
∑N

k=1 Vk is seen to define an
operator in L2(R3N) with domain H2(R3N).

Kato’s Theorem
Let V1, . . . ,VN ∈ L2(R3) + L∞(R3) be real. Then −∆ +

∑N
k=1 Vk is

self-adjoint on H2(R3N) and essentially self-adjoint on C∞c (R3N).
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Proof of Kato’s Theorem∑∑∑N
k=1 Vk is (c, d)-bounded wrt. −∆ for some c < 1 and d:
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Proof of Kato’s Theorem∑∑∑N
k=1 Vk is (c, d)-bounded wrt. −∆ for some c < 1 and d:

Let k ∈ {1, . . . ,N} and ψ ∈ H2(R3N) be arbitrary. Then for all a
there exists a b such that

‖Vkψ‖2
2

=

∫
R3
· · ·
∫
R3

∫
R3
· · ·
∫
R3

(∫
R3
|Vk(xk)ψ(x1, . . . , xN)|2dxk

)
dx1 · · · dxk−1dxk+1 · · · dxN

≤ 2a2
∫
R3
· · ·
∫
R3

∫
R3
· · ·
∫
R3

(∫
R3
| −∆kψ(x1, . . . , xN)|2dxk

)
dx1 · · · dxk−1dxk+1 · · · dxN

+ 2b2
∫
R3
· · ·
∫
R3

∫
R3
· · ·
∫
R3

(∫
R3
|ψ(x1, . . . , xN)|2dxk

)
dx1 · · · dxk−1dxk+1 · · · dxN

= 2a2‖ −∆kψ‖2
2 + 2b2‖ψ‖2

2

so

‖Vkψ‖2 ≤
√

2a‖ −∆kψ‖2 +
√

2b‖ψ‖2.
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Proof of Kato’s Theorem∑∑∑N
k=1 Vk is (c, d)-bounded wrt. −∆ for some c < 1 and d:

We have seen that for all a there exists a b such that

‖Vkψ‖2 ≤
√

2a‖ −∆kψ‖2 +
√

2b‖ψ‖2.

Therefore∥∥∥ N∑
k=1

Vkψ
∥∥∥

2
≤

N∑
k=1

‖Vkψ‖2

≤
√

2a
N∑

k=1

‖ −∆kψ‖2 +
√

2b
N∑

k=1

‖ψ‖2

≤
√

2aN‖ −∆ψ‖2 +
√

2bN‖ψ‖2

and so the desired result follows from the Kato-Rellich Theorem
by choosing a such that

√
2aN < 1.
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Proof of Kato’s Theorem∑∑∑N
k=1 Vk is (c, d)-bounded wrt. −∆ for some c < 1 and d:

We have seen that for all a there exists a b such that

‖Vkψ‖2 ≤
√

2a‖ −∆kψ‖2 +
√

2b‖ψ‖2.

Therefore∥∥∥ N∑
k=1

Vkψ
∥∥∥

2
≤

N∑
k=1

‖Vkψ‖2

≤
√

2a
N∑

k=1

‖ −∆kψ‖2 +
√

2b
N∑

k=1

‖ψ‖2

≤
√

2aN‖ −∆ψ‖2 +
√

2bN‖ψ‖2

and so the desired result follows from the Kato-Rellich Theorem
by choosing a such that

√
2aN < 1.
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