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ENDPOINT STRICHARTZ ESTIMATES

By MARKUS KEEL and TERENCE TAO

Abstract. We prove an abstract Strichartz estimate, which implies previously unknown endpoint
Strichartz estimates for the wave equation (in dimension n � 4) and the Schrödinger equation (in
dimension n � 3). Three other applications are discussed: local existence for a nonlinear wave
equation; and Strichartz-type estimates for more general dispersive equations and for the kinetic
transport equation.

1. Introduction. In this paper we shall prove a Strichartz estimate in the
following abstract setting (see below for the concrete examples of the wave and
Schrödinger equation): let (X, dx) be a measure space and H a Hilbert space.
We’ll write the Lebesgue norm of a function f : X ! C by

kfkp � kfkLp(X) �
�Z

X
jf (x)jp dx

� 1
p

.

Suppose that for each time t 2 R we have an operator U(t): H ! L2(X) which
obeys the energy estimate:
� For all t and all f 2 H we have

kU(t)fkL2
x
. kfkH(1)

and that for some � > 0, one of the following decay estimates:
� For all t 6= s and all g 2 L1(X)

kU(s)(U(t))�gk1 . jt� sj��kgk1 (untruncated decay).(2)

� For all t, s and g 2 L1(X)

kU(s)(U(t))�gk1 . (1 + jt� sj)��kgk1 (truncated decay).(3)

We will completely ignore any issues concerning whether (U(t))� are defined on
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956 MARKUS KEEL AND TERENCE TAO

all of L1
x or only on a dense subspace. Our goal is to determine which space-time

norms

kFkLq
t Lr

x
�
�Z
kF(t)kq

Lr
x

dt
� 1

q

are controlled by (1),(2) or (1),(3). Remark that in the P.D.E. settings of the wave
and Schrödinger equations we will set � = n�1

2 , n
2 , respectively, X = Rn, and

H = L2(Rn).

Definition 1.1. We say that the exponent pair (q, r) is �-admissible if q, r � 2,
(q, r,�) 6= (2,1, 1) and

1
q

+
�

r
� �

2
.(4)

If equality holds in (4) we say that (q, r) is sharp �-admissible, otherwise we
say that (q, r) is nonsharp �-admissible. Note in particular that when � > 1 the
endpoint

P =
�

2,
2�
� � 1

�

is sharp �-admissible.

THEOREM 1.2. If U(t) obeys (1) and (2), then the estimates

kU(t)fkLq
t Lr

x
. kfkH ,(5)


Z

(U(s))�F(s) ds


H
. kFk

Lq0
t Lr0

x
,(6)


Z

s<t
U(t)(U(s))�F(s) ds


Lq

t Lr
x

. kFk
Lq̃0

t Lr̃0
x

(7)

hold for all sharp �-admissible exponent pairs (q, r), (q̃, r̃). Furthermore, if the
decay hypothesis is strengthened to (3), then (5), (6) and (7) hold for all �-
admissible (q, r) and (q̃, r̃).

As a consequence of Theorem 1.2 we can prove the endpoint Strichartz es-
timates for the wave and Schrödinger equation in higher dimensions. This com-
pletely settles the problem of determining the possible homogeneous Strichartz
estimates for the wave and Schrödinger equations in higher dimensions. (The
problem of determining all the possible retarded Strichartz estimates is still open.)
For a given dimension n, we say that a pair (q, r) of exponents is wave-admissible
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Figure 1. For n > 3, the closed region is wave-admissible.
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Figure 2. For n > 2, the closed line segment is Schrödinger-admissible.

if n � 2 and (q, r) is n�1
2 -admissible, and Schrödinger-admissible if n � 1 and

(q, r) is sharp n
2 -admissible. In particular, P = (2, 2(n�1)

n�3 ) is wave-admissible for
n > 3 (see Figure 1), and P = (2, 2n

n�2 ) is Schrödinger-admissible for n > 2 (see
Figure 2).

In the following, we use Ḣ = (
p�∆)�L2(Rn) to denote the homogeneous

Sobolev space.

COROLLARY 1.3. Suppose that n � 2 and (q, r) and (q̃, r̃) are wave-admissible
pairs with r, r̃ <1. If u is a (weak) solution to the problem

(
(� @2

@t2 + ∆)u(t, x) = F(t, x), (t, x) 2 [0, T]� Rn

u(0, �) = f , @tu(0, �) = g
(8)
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for some data f , g, F and time 0 < T <1, then

kukLq([0,T];Lr
x) + kukC([0,T];Ḣ ) + k@tukC([0,T];Ḣ�1)(9)

. kfkḢ + kgkḢ�1 + kFkLq̃0 ([0,T];Lr̃0
x ),

under the assumption that the dimensional analysis (or “gap”) condition

1
q

+
n
r

=
n
2
�  =

1
q̃0

+
n
r̃0
� 2(10)

holds. Conversely, if (9) holds for all f , g, F, T, then (q, r) and (q̃, r̃) must be wave-
admissible and the gap condition must hold.

When r =1 the estimate (9) holds with the Lr
x norm replaced with the Besov

norm Ḃ0
r,2, and similarly for r̃ =1.

COROLLARY 1.4. Suppose that n � 1 and (q, r) and (q̃, r̃) are Schrödinger-
admissible pairs. If u is a (weak) solution to the problem

(
(i @@t + ∆)u(t, x) = F(t, x), (t, x) 2 [0, T]� Rn

u(0, �) = f

for some data f , F and time 0 < T <1, then

kukLq
t ([0,T];Lr

x) + kukC([0,T];L2) . kfkL2 + kFkLq̃0 ([0,T];Lr̃0
x ).(11)

Conversely, if the above estimate holds for all f , F, T, then (q, r) and (q̃, r̃) must be
Schrödinger-admissible.

Here we are using the convention that kukC([0,T];X) =1 when u 62 C([0, T]; X);
thus Corollary 1.3 asserts that u(t) is both bounded and continuous in t in the
space Ḣ , and similarly for Corollary 1.4.

We have not stated the most general form of the estimates (9), (11): fractional
differentiation, Sobolev imbedding, and Hölder’s inequality all provide ways to
modify the statements, and the case T =1 can be handled by the usual limiting
argument. The gap condition (10), which was dictated by dimensional analysis,
can be removed if one places an appropriate number of derivatives on the various
terms in (9).

In the case when � > 1 and (q, r) or (q̃, r̃) take the endpoint value P, the
content of Corollaries 1.3–1.4 is new. These results extend a long line of inves-
tigation going back to a specific space-time estimate for the linear Klein-Gordon
equation in [18] and the fundamental paper of Strichartz [24] drawing the con-
nection to the restriction theorems of Tomas and Stein. For proofs of previously
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Figure 3. In R3+1, the wave equation estimate (8) with q = 2, r = 1 is known to be false. The Schrödinger
estimate (11) in R2+1 with the same Lebesgue pair is also false.

known Strichartz-type wave equation estimates, see [14], [9], [15] and espe-
cially the careful expositions in [7], [21], [5]. For Strichartz-type results for the
Schrödinger equation, see [6], [27].

When � = 1 the endpoint P is inadmissable and the estimate for the wave
equation (n = 3) and Schrödinger equation (n = 2) are known to be false [12],
[16]. The problem of finding a satisfactory substitute for this estimate is still
open.

There are several advantages to formulating Theorem 1.2 in this level of
generality. First, it allows both wave equation and Schrödinger equation estimates
to be treated in a unified manner. Second, it eliminates certain distractions and
unnecessary assumptions (e.g. group structure on the U(t)). Finally, there is a
natural scaling to these estimates which is only apparent in this setting. More
precisely, the sharp statement of the theorem is invariant under the scaling

U(t) U
� t
�

�
, (U(s))�  �

U
� s
�

��� ,(12)

dx ��dx, h f , giH  ��h f , giH .

In other words, for scaling purposes time behaves like R, X behaves like R�, H
behaves like L2(R�), and U(t) is dimensionless. In practice the scaling dimension
� differs from the Euclidean dimension; for instance, in the wave equation � =
(n� 1)=2, and in the Schrödinger equation � = n=2.

Acknowledgments. The authors thank Sergiu Klainerman and Luis Vega for
introducing them to this problem, Chris Sogge and Tom Wolff for sharing a
number of very useful insights about the wave equation, and Elias Stein and
Carlos Kenig for their helpful comments and encouragement.
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2. Outline of paper. Theorem 1.2 will be proved in several stages. In Sec-
tion 3 we prove the homogeneous estimate (5) and its adjoint (6) away from
the endpoint P using the usual techniques of the TT� method and interpolation
between the energy estimate and the decay estimate. The proof of the endpoint
homogeneous estimate in Sections 4–6 requires a refined version of this argu-
ment; ironically, the estimate will be obtained by a bilinear interpolation between
the nonendpoint results, together with the decay and energy estimates. We give
two proofs of the bilinear interpolation step: a concrete one using an explicit
decomposition of the functions involved (Section 5), and an abstract argument
appealing to real interpolation theory (Section 6).

Finally, we have to modify the arguments for the homogeneous case to treat
the retarded estimate (7). The most critical cases of the retarded estimate can be
obtained directly from the corresponding homogeneous estimates, and the rest can
be proved by interpolation and suitable variations of the homogeneous arguments.
Curiously, our methods will be able to show (7) for certain exponents (q, r), (q̃, r̃)
which are not both �-admissible.

In the above arguments, we view the results as bilinear form estimates rather
than operator estimates. The symmetry and flexibility of this viewpoint will be
exploited heavily in the proof of the endpoint estimate.

In Section 8 we prove Corollaries 1.3 and 1.4. The argument follows stan-
dard techniques (see [7], [14], [21], [5] for the wave equation, and [6], [27]
for the Schrödinger equation); the main difference is that the usual Strichartz
interpolation method is replaced by Theorem 1.2.

In Section 9 we present an application of this endpoint inequality, obtaining
an endpoint version of the well-posedness results of [10],[14] for the semilinear
wave equation. In the final section we generalize Theorem 1.2 and discuss some
applications to other problems, such as the kinetic transport equation and general
dispersive equations.

3. The nonendpoint homogeneous estimate. In this section we prove the
estimates (5), (6) when (q, r) 6= P.

By duality, (5) is equivalent to (6). By the TT� method, (6) is in turn equiv-
alent to the bilinear form estimate

����
ZZ
h(U(s))�F(s), (U(t))�G(t)i ds dt

���� . kFkLq0
t Lr0

x
kGk

Lq0
t Lr0

x
.(13)

By symmetry it suffices to restrict our attention to the retarded version of (13),

jT(F, G)j . kFk
Lq0

t Lr0
x
kGk

Lq0
t Lr0

x
(14)
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where T(F, G) is the bilinear form

T(F, G) =
ZZ

s<t
h(U(s))�F(s), (U(t))�G(t)i ds dt.(15)

By (real) interpolation between the bilinear form of (1)

jh(U(s))�F(s), (U(t))�G(t)ij . kF(s)k2kG(t)k2

and the bilinear form of (2)

jh(U(s))�F(s), (U(t))�G(t)ij . jt � sj��kF(s)k1kG(t)k1(16)

we obtain

jh(U(s))�F(s), (U(t))�G(t)ij . jt � sj�1��(r,r)kF(s)kr0kG(t)kr0 ,(17)

where �(r, r̃) is given by

�(r, r̃) = � � 1� �

r
� �

r̃
.(18)

Using (4), one checks that �(r, r) � 0.
In the sharp �-admissible case 1

q + �
r = �

2 we have

1
q0
� 1

q
= ��(r, r),

and (14) follows from (17) and the Hardy-Littlewood-Sobolev inequality ([22],
Section V.1.2) when q > q0; that is, when (q, r) 6= P.

If we are assuming the truncated decay (3), then (17) can be improved to

jh(U(s))�F(s), (U(t))�G(t)ij . (1 + jt� sj)�1��(r,r)kF(s)kr0kG(t)kr0 ,(19)

and now Young’s inequality gives (14) when

��(r, r) +
1
q
>

1
q0

,

or in other words when (q, r) is nonsharp admissible. This concludes the proof
of (5), (6) when (q, r) 6= P.
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4. The endpoint homogeneous estimate: preliminaries. It remains to prove
(5), (6) when

(q, r) = P =
�

2,
2�
� � 1

�
, � > 1.(20)

Since P is sharp �-admissible, we assume only the untruncated decay (2). This
is in fact advantageous because it allows us to use the scaling (12).

It suffices to show (14). By decomposing T(F, G) dyadically as
P

j Tj(F, G),
where the summation is over the integers Z and

Tj(F, G) =
Z

t�2j+1<s�t�2j
h(U(s))�F(s), (U(t))�G(t)i ds dt,(21)

we see that it suffices to prove the estimate

X
j

jTj(F, G)j . kFkL2
t Lr0

x
kGkL2

t Lr0
x

.(22)

In the previous section, (14) was obtained from a one-parameter family of
estimates, which came from interpolating between the energy estimate and the
decay estimate. This one-parameter family of estimates however is not sufficient
to prove the endpoint result, and we will need the following wider two-parameter
family of estimates to obtain (22).

LEMMA 4.1. The estimate

jTj(F, G)j . 2�j�(a,b)kFkL2
t La0

x
kGkL2

t Lb0
x

(23)

holds for all j 2 Z and all ( 1
a , 1

b ) in a neighbourhood of ( 1
r , 1

r ).

Proof. One can check using (18) and (20) that (23) is invariant under the
scaling (12). Thus, it suffices to prove (23) for j = 0. Since T0 is localized in
time, we may assume that F, G are supported on a time interval of duration O(1).

We shall prove (23) for the exponents

(i) a = b =1
(ii) 2 � a < r, b = 2

(iii) 2 � b < r, a = 2;

the lemma will then follow by interpolation and the fact that 2 < r < 1. (See
Figure 4.) We remark that when � = 1, r becomes infinite and the lemma breaks
down at this point.
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Figure 4. For � > 1, ( 1
r , 1

r ) is in the interior of the convex hull of the estimates (i)–(iii).

To prove (i), we integrate (16) in t and s to obtain

jT0(F, G)j . kFkL1
t L1

x
kGkL1

t L1
x
,

and (23) follows by Hölder’s inequality.
To prove (ii), we bring the s-integration inside the inner product in (21) and

apply the Cauchy-Schwarz inequality to obtain

jTj(F, G)j .
 

sup
t


Z

t�2j+1<s�t�2j
(U(s))�F(s) ds


H

!Z
k(U(t))�G(t)kH dt.

Using the energy estimate k(U(t))�G(t)kH . kG(t)k2 this becomes

jTj(F, G)j .
 

sup
t


Z

t�2j+1<s�t�2j
(U(s))�F(s) ds


H

!
kGkL1

t L2
x
.(24)

Define the quantity q(a) by requiring (q(a), a) to be sharp �-admissible. By the
results of the previous section (6) holds for (q(a), a); applying this to (24) we
obtain

jT0(F, G)j . kFk
Lq(a)0

t La0
x
kGkL1

t L2
x
,

which by Hölder’s inequality gives (23). A similar argument gives (iii).

To finish the proof of the endpoint homogeneous result we have to show
that Lemma 4.1 implies (22). We will give a direct proof of this interpolation
result in the next section, and an abstract proof using real interpolation theory in
Section 6.
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5. Proof of the interpolation step. If one applies Lemma 4.1 directly for
a = r, b = r one obtains

jTj(F, G)j . kFkL2
t Lr0

x
kGkL2

t Lr0
x

,(25)

which clearly won’t sum to give (22). However, the fact that we have a two-
parameter family of estimates with various exponential decay factors in the neigh-
bourhood of (25) shows that there is room for improvement in (25). To see this
in a model case, assume that F and G have the special form

F(t) = 2�k=r0 f (t)�E(t), G(s) = 2�k̃=r0g(s)�Ẽ(s),

where f , g are scalar functions, k, k̃ 2 Z and E(t), Ẽ(s) are sets of measure 2k and
2k̃ respectively for each t, s. Then (23) becomes

jTj(F, G)j . 2��(a,b)j2�k=r0kfk22k=a02�k̃=r0kgk22k̃=b0 ,

which simplifies using (18) and (20) to

jTj(F, G)j . 2(k�j�)( 1
r� 1

a )+(k̃�j�)( 1
r� 1

b )kfk2kgk2.(26)

When a = b = r this is just (25). However, since (26) is known to hold for all
( 1

a , 1
b ) in a neighborhood of ( 1

r , 1
r ), we can optimize (26) in a and b and get the

improved estimate

jTj(F, G)j . 2�"(jk�j�j+jk̃�j�j)kfk2kgk2

for some " > 0, which does imply (22).
This phenomenon can be viewed as a statement that (25) is only sharp when

F and G are both concentrated in a set of size 2j�. For the wave equation this
occurs when F and G resemble the Knapp counterexample

F(s, (x, xn)) =  (2�js, 2�j=2x, xn � s) G(t, (x, xn)) =  (2�jt � 1, 2�j=2x, xn � t),

(see [25]) and for the Schrödinger equation when F and G have spatial uncertainty
2j=2:

F(s, x) =  (2�js, 2�j=2x) G(t, x) =  (2�jt � 1, 2�j=2x);

here  is a suitable bump function. Thus these examples are in some sense the
critical examples for the endpoint Strichartz estimate. However, these examples
can only be critical for one scale of j, which is why one expects to obtain (22)
for general F, G from Lemma 4.1.
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To apply the above argument in the general case we need to decompose F
and G into linear combinations of (approximate) Lr0-normalized characteristic
functions. The ability to decompose F and G is an advantage of the bilinear
formulation of these estimates. It is difficult to reproduce this argument in the
setting of a linear operator estimate.

LEMMA 5.1. (“Atomic decomposition of Lp”) Let 0 < p <1. Then any f 2 Lp
x

can be written as

f =
1X

k=�1
ck�k,

where each�k is a function bounded by O(2�k=p) and supported on a set of measure
O(2k), and the ck are non-negative constants such that kckklp . kfkp.

Proof. Define the distribution function �(�) for � > 0 by

�(�) = jfj f (x)j > �gj.

For each k we set

�k = inf
�(�)<2k

�

ck = 2k=p�k

�k =
1
ck
�(�k+1,�k](j f j)f .

The lemma follows easily from the properties of the distribution function (see
e.g. [17]). For instance, we prove the bound kckklp . kfkp,

X
cp

k =
X

2k�p
k(27)

=
Z
�p
�X

2k��k (�)
�

d�

=
Z
�p ��F0(�)

�
d�

where

F(�) =
X

k

2kH(�k � �)(28)

=
X
�k>�

2k

� 2�(�).
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Since f 2 Lp, we may integrate by parts in (28) and use (29) to get

X
cp

k = p
Z
�p�1F(�) d�

. p
Z
�p�1�(�) d�

= kfkp
p .

By applying Lemma 5.1 with p = r0 to F(t) and G(s) we have the decompo-
sition

F(t) =
X

k

fk(t)�k(t), G(s) =
X

k̃

gk̃(s)�̃k̃(s),(29)

where for each t, k, the function �k(t) is bounded by O(2�k=r0) and is supported
on a set of measure O(2k), and similarly for �̃k0(s). The functions fk(t) and gk̃(s)
are scalar valued and satisfy the inequalities


 X

k

j fkjr0
!1=r0


L2

t

. kFkL2
t Lr0

x
,


0
@X

k̃

jgk̃jr
0

1
A

1=r0


L2
t

. kGkL2
t Lr0

x
.(30)

We are now ready to prove (22). By (29) we have

X
j

jTj(F, G)j �
X

j

X
k

X
k̃

jTj( fk�k, gk̃�̃k̃)j.

But by the analysis at the start of this section we have

jTj( fk�k, gk̃�̃k̃)j . 2�"(jk�j�j+jk̃�j�j)kfkk2 kgk̃k2.

Combining these two inequalities and summing in j we obtain

X
j

jTj(F, G)j .
X

k

X
k̃

(1 + jk � k̃j)2�"jk�k̃jkfkk2kgk̃k2.

Since the quantity (1 + jkj)2�"jkj is absolutely summable, we may apply Young’s
inequality and obtain

X
j

jTj(F, G)j .
 X

k

kfkk2
2

!1=2
0
@X

k̃

kgk̃k2
2

1
A

1=2

.
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Interchanging the L2 and l2 norms and using the inclusion lr
0 � l2 we obtain

X
j

jTj(F, G)j .

 X

k

j fkjr0
!1=r0


2


0
@X

k̃

jgk̃jr
0

1
A

1=r0


2

,

and (22) follows by (30).

The use of the inclusion lr
0 � l2 shows that there is a slight amount of “slack”

in this argument. In fact, the Lr
x norm in (5) can be sharpened to a Lorentz space

norm Lr,2
x . (See the argument in the next section, and the remarks at the end of

the paper.)

6. Alternate proof of the interpolation step. In this section we rephrase
the above derivation of (22) from Lemma 4.1 using existing results in real inter-
polation theory. Our notation follows [1] and [26].

Let A0, A1 be Banach spaces. (We will always assume that any pair of Banach
spaces A0,A1 can be contained in some larger Banach space A.) We define the
real interpolation spaces (A0, A1)�,q for 0 < � < 1, 1 � q � 1 via the norm

kak(A0,A1)�,q =
�Z 1

0
(t��K(t, a))q dt

t

�1=q

,

where

K(t, a) = inf
a=a0+a1

ka0kA0 + tka1kA1 .

We will need the interpolation space identities

(L2
t Lp0

x , L2
t Lp1

x )�,2 = L2
t Lp,2

x

whenever p0 6= p1 and 1
p = 1��

p0
+ �

p1
, (see [26] Sections 1.18.2 and 1.18.6), and

(ls01, ls11)�,1 = ls1

whenever s0 6= s1 and s = (1 � �)s0 + �s1 (see [1] Section 5.6), where lsq =
Lq(Z, 2js dj) are weighted sequence spaces and dj is counting measure.

The bilinear interpolation we will use is the following:

LEMMA 6.1. ([1], Section 3.13.5(b)) If A0,A1,B0,B1,C0,C1 are Banach spaces,
and the bilinear operator T is bounded from

T: A0 � B0 ! C0

T: A0 � B1 ! C1

T: A1 � B0 ! C1,
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then whenever 0 < �0, �1 < � < 1, 1 � p, q, r � 1 are such that 1 � 1
p + 1

q and
� = �0 + �1, one has

T: (A0, A1)�0,pr � (B0, B1)�1,qr ! (C0, C1)�,r.

The estimate (23) can be rewritten as

T: L2
t La0

x � L2
t Lb0

x ! l�(a,b)
1 ,(31)

where T = fTjg is the vector-valued bilinear operator corresponding to the Tj.
We apply Lemma 6.1 to (31) with r = 1, p = q = 2 and arbitrary exponents

a0, a1, b0, b1 such that

�(a0, b1) = �(a1, b0) 6= �(a0, b0).

Using the real interpolation space identities mentioned above we obtain

T: L2
t La0,2

x � L2
t Lb0,2

x ! l�(a,b)
1

for all (a, b) in a neighbourhood of (r, r). Applying this to a = b = r and using
the fact that Lr0 � Lr0,2 we obtain

T: L2
t Lr0

x � L2
t Lr0

x ! l01,

which is (22), as desired.

7. The retarded estimate. Having completed the proof of the homoge-
neous estimate (5), we turn to the retarded estimate (7). By duality and (15) the
estimate is equivalent to

jT(F, G)j . kFk
Lq0

t Lr0
x
kGk

Lq̃0
t Lr̃0

x
.(32)

By repeating the argument used to prove (24), we have

jT(F, G)j .
�

sup
t


Z

s<t
(U(s))�F(s) ds


H

�
kGkL1

t L2
x
,(33)

and when (q̃, r̃) = (1, 2) the estimate (32) follows from (6). Similarly one has
(32) when (q, r) = (1, 2). From (14) we see that (32) holds when (q, r) = (q̃, r̃).

By interpolating between these three special cases one can obtain the result
whenever ( 1

q , 1
r ), ( 1

q̃ , 1
r̃ ), and ( 1

1 , 1
2 ) are collinear. In particular, we get (32) when-

ever (q, r) and (q̃, r̃) are both sharp �-admissible. This concludes the proof of (7)
under the untruncated decay hypothesis.
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It remains to consider the case when we have the truncated decay hypothesis
(3) and at least one of (q, r), (q̃, r̃) is nonsharp �-admissible. (In the concrete
context of the wave equation one can obtain this case from the previous ones
by simply using Sobolev imbedding.) Since every �-admissible pair (q, r) is an
interpolant between (q,1) and a sharp �-admissible pair it suffices to consider
the case when r = 1 or r̃ = 1. Without loss of generality we may assume that
r =1.

We first dispose of the case q̃ =1. From (19) for s = t and F(s) = G(t), we
obtain the estimate k(U(t))�G(t)kH . kG(t)kr̃0 . Inserting this as a substitute for
the energy estimate in the derivation of (33), we obtain

jT(F, G)j .
�

sup
t


Z

s<t
(U(s))�F(s) ds


H

�
kGkL1

t Lr̃0
x

,

and (32) follows from (6). Thus we may assume that q̃ < 1. Note that this
implies r̃ > 2, by (4).

To deal with the remaining cases it suffices to prove the following crude
variant of Lemma 4.1; the estimate (32) will follow by optimizing (34) below in
� and using the triangle inequality.

LEMMA 7.1. The estimate

jTj(F, G)j . 2�jkFk
Lq0

t L1
x
kGk

Lq̃0
t La0

x
(34)

holds for a = r̃ and all � in a neighbourhood of 0.

Proof. By localization we may assume that F and G are supported in a time
interval of duration O(2j). We first prove (34) for the pairs:

(i) a = 2, � = 1
q̃

(ii) a =1, � = �� + 1
q + 1

q̃

(iii) a =1, � = 1
q + 1

q̃ .

To prove (i), we apply (6) for (q,1) to (24) to obtain

jTj(F, G)j . kFk
Lq0

t L1
x
kGkL1

t L2
x
,

and (34) for (i) follows by Hölder’s inequality.
Next, we integrate (16) in s and t to obtain

jTj(F, G)j . 2�j�kFkL1
t L1

x
kGkL1

t L1
x
,

and (34) for (ii) follows by Hölder’s inequality. To handle (iii) we note that (3)
implies (16) with � replaced by 0, and so we can repeat the argument in (ii). By
interpolating between (i) and (iii) we obtain (34) for a = r̃ and some positive �.
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By interpolating between (i) and (ii) we obtain (34) for a = r̃ and

� =
�

1� 2
r̃

��
�� +

1
q

�
+

1
q̃

(35)

= �
�

1� 2
r̃

��
�

2
� �

1 �
1
q

�
�
�
�

2
� �

r̃
� 1

q̃

�

which is negative by (4), the assumption r̃ > 2, and the fact that at least one of
(q,1), (q̃, r̃) is nonsharp admissible. By interpolating between both values of �
we obtain our result.

Note that the admissibility of (q̃, r̃) was only used in the above lemma to
ensure that the quantity (36) was negative. However, (36) can be negative even
for inadmissible (q̃, r̃). Thus, for example, the estimate (7) holds for � = 1, the
admissible indices q = 4, r =1, and the inadmissible indices q̃ = 4, 3 < r̃ < 4.
Hence the inhomogeneous estimates have a wider range of admissibility than the
homogeneous estimates.

It seems of interest to determine all pairs of exponents (q, r), (q̃, r̃) for which
(7) holds; the range of exponents given by the above arguments are certainly
not optimal. The problem is likely to be very difficult; in the case of the wave
equation the estimate (7) for general pairs of exponents is related to unsolved
conjectures such as the local smoothing conjecture of [19] and the Bochner-Riesz
problem for cone multipliers (see [2]).

8. Strichartz estimates for the wave and Schrödinger equations. We
start with showing the necessity of the various conditions in Corollary 1.3. The
gap condition follows from dimensional analysis (scaling considerations). The
admissibility conditions

1
q

+
(n� 1)=2

r
� (n� 1)=2

2
,

1
q̃

+
(n� 1)=2

r̃
� (n� 1)=2

2

follow from the Knapp counterexample for the cone and its adjoint, whereas the
inadmissibility of (q, r, n) = (2,1, 3) or (q̃, r̃, n) = (2,1, 3) was shown in [12].
The remaining admissibility conditions

q � q0, q̃ � q̃0

follow from the following translation invariance argument. The (homogeneous
part of the) estimate can be viewed as an operator boundedness result from Ḣ�

to Lq
t Lr

x, and by the TT� method this is equivalent to an operator boundedness

result from Lq0
t Lr0

x to Lq
t Lr

x. However, in the limiting case T = 1, this operator
is time-translation invariant, and so cannot map a higher-exponent space to a
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lower-exponent space (see [8]). Thus q � q0, and a dual version of the same
argument gives q̃ � q̃0.

Now suppose that �, q, r satisfy the conditions of the theorem, and that u is
a solution to (8). We use Duhamel’s principle to write u as

u(t) = S(t)( f , g) + GF(t),(36)

where

S(t)( f , g) = cos (t
p
�∆)f +

sin (t
p�∆)p�∆

g(37)

GF(t) =
Z t

0

sin ((t� s)
p�∆)p�∆

F(s) ds

are the homogenous and inhomogenous components of u.
By the usual reduction using Littlewood-Paley theory we may assume that

the spatial Fourier transform of f , g, F (and consequently u) are all localized in
the annulus fj�j � 2jg for some j. (See Lemma 5.1 of [21] and the subsequent
discussion. The cases r =1 or r̃ =1 can also be treated by this argument, but
the Lebesgue spaces Lr

x, Lr̃0
x must be replaced by their Besov space counterparts.)

By the gap condition, the estimate is scale invariant, and so we may assume
j = 0. Now that frequency is localized,

p�∆ becomes an invertible smoothing
operator, and we may replace the Sobolev norms Ḣ , Ḣ�1 with the L2 norm.
Combining these reductions with (36) and (37), we see that (9) will follow from
the estimates

kU�(t)fkC(L2
x) . kfk2

kU�(t)fkLq
t Lr

x
. kfk2

kU�(t)gkC(L2
x) . kgk2

kU�(t)gkLq
t Lr

x
. kgk2

Z
t>s

U�(t)(U�(s))�F(s) ds


C(L2)
. kFkLq0 ttLr̃0

x
Z

t>s
U�(t)(U�(s))�F(s) ds


Lq

t Lr
x

. kFk
Lq̃0

t Lr̃0
x

,

where the truncated wave evolution operators U�(t) are given by

\U�(t)f (�) = �[0,T](t)�(�)e�itj�jf̂ (�)

for some Littlewood-Paley cutoff function � supported on j�j � 1.



972 MARKUS KEEL AND TERENCE TAO

Let us temporarily replace the C(L2
x) norm in the above by the L1t L2

x norm. All
of the above estimates will follow from Theorem 1.2 with H = L2(Rn), X = Rn,
� = (n � 1)=2, once we show that U� obeys the energy estimate (1) and the
truncated decay estimate (3). The former estimate is immediate from Plancherel’s
theorem, and the latter follows from standard stationary phase estimates on the
kernel of U�(t)(U�(s))�. (See [20], pp. 223–224.)

We now address the question of continuity in L2. The continuity of U�(t)f
and U�(t)g follow from Plancherel’s theorem. To show that the quantity

G�F(t) =
Z

t>s
U�(t)(U�(s))�F(s) ds

is continuous in L2, one can use the identity

G�F(t + ") = ei"
p�∆G�F(t) + G�(�[t,t+"]F)(t),

the continuity of ei"
p�∆ as an operator on L2, and the fact that

k�[t,t+"]FkLq̃0
t Lr̃0

x
! 0 as "! 0.

The proof of Corollary 1.4 proceeds similarly, but without the additional
technicalities involving Littlewood-Paley theory. From the scaling x  �x, t  
�2t and the same translation invariance argument as before, together with the
negative result in [16] for q = 2, r = 1, n = 2 we see that the conditions on q, r
are necessary. For sufficiency, we write u as u = Sf � iGF, where

S(t)( f ) = �[0,T](t)e
it∆f

GF(t) =
Z

t>s
S(t)(S(s))�F(s)ds,

and apply Theorem 1.2 with H = L2(Rn), X = Rn, � = n=2. The energy estimate

keit∆fk2 . kfk2

follows from Plancherel’s theorem as before, and the untruncated decay estimate

kei(t�s)∆fk1 . jt � sj�n=2kfk1

follows from the explicit representation of the Schrödinger evolution operator

eit∆f (x) =
1

(2�it)n=2

Z
Rn

e�
jx�yj2

2it f (y) dy.

The proof of continuity in L2 proceeds in analogy with the wave equation.



ENDPOINT STRICHARTZ ESTIMATES 973

k

γ

k 0
k

γ
0

n

2

γ = (n+1)/4 - 1/(k-1)   (Sharp by concentration  examples)

γ = n/2 - 2/(k - 1)  (Sharp by scaling.)

conf = (n+3)/(n-1)

γ
conf

= 1/2

Figure 5. A sketch of known well-posedness results in n � 4.

9. Application to a semi-linear wave equation. Following the notation of
Lindblad-Sogge [14], we consider the initial value problem

 
� @

2

@t2 + ∆
!

u = Fk(u)(38)

u(x, 0) = f (x) 2 Ḣ(Rn)

@tu(x, 0) = g(x) 2 Ḣ�1(Rn)

where u is scalar or vector valued, k > 1 and the nonlinearity Fk 2 C1 satisfies

jFk(u)j . jujk(39)

juj ��F0k(u)
�� � jFk(u)j .

The question of how much regularity  = (k, n) is needed to insure local
well-posedness of (38) was addressed for higher dimensions and nonlinearities
in [10]; and then almost completely answered in [14]. (See [13] for n = 3, k = 2.)
The purpose of this section is to simply show the new endpoint estimate in
Corollary 1.3 above gives a new “endpoint” well-posedness result for (38) in
dimensions n � 4.

The results of [14] in dimensions n � 4 are sketched in Figure 5. (Those
positive results dealing with k0 < k < n+2

n�2 were obtained in [10] as well, using
a different argument.)
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The piecewise smooth curve in the figure represents the smallest known 
for which (38) is locally well-posed. When

k > k0 =
(n + 1)2

(n� 1)2 + 4

it is shown in [14] that the results are best-possible. For k < k0, the sharpness is
not known, but [14] proves local well-posedness for

 =
n + 1

4
� (n + 1)(n + 5)

4
� 1

2nk � (n + 1)
.

In this section, we simply extend the well-posedness results to include the case
k = k0.

COROLLARY 9.1. Assume n � 4 and

 = 0 =
n� 3

2(n� 1)

k = k0 =
(n + 1)2

(n� 1)2 + 4
.

Then there is a T > 0 depending only on kfkḢ + kgkḢ�1 and a unique weak
solution u to (38) with

u 2 Lq0
t Lr0

x ([0, T]� Rn)(40)

where

q0 =
2(n + 1)
n� 3

r0 =
2(n2 � 1)

(n� 1)2 + 4
.

In addition, the solution satisfies

u 2 C([0, T], Ḣ) \ C1([0, T], Ḣ�1)(41)

and depends continuously (in the norms (40)–(41)) on the data.

Proof. The argument will rely on the estimate (9) applied to the exponents

 = 0, (q, r) = (q0, r0), (q̃, r̃) = P =
�

2,
2(n� 1)

n� 3

�
;

one may easily check that (q, r), (q̃, r̃) are wave-admissible and obey the gap
condition. The only other properties of these exponents we shall use are that
r = r̃0k and q > q̃0k. (For the endpoint k = k0,  = 0 these requirements uniquely
determine (q, r) and (q̃, r̃).)
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We apply the standard fixed point argument (see in particular the presentation
in [4]) in the space

X = X(T , M) =
n

u 2 Lq
t ([0, T]; Lr

x) j kukLq
t ([0,T];Lr

x) � M
o

(42)

with T and M to be determined. By (36), the problem of finding a solution u of
(38) is equivalent to finding a fixed point of the mapping

Fu(t) = S(t)( f , g) + GFk0(u).(43)

Accordingly, we will find M, T so that F is a contraction on X(T , M). It will
suffice to show that for all M there is a T > 0 so that

kFu� FvkX �
1
2
ku� vkX .(44)

The fact that F : X �! X follows by picking M large enough so

kF0kX �
M
2

;(45)

note that kF0kX is finite by (9) applied to the homogeneous problem.
By (9) we have

kFu� FvkX = kG(Fk(u)� Fk(v))kX(46)

. kFk(u)� Fk(v)k
Lq̃0

t Lr̃0
x

.

The assumptions (39) give

jFk(u)� Fk(v)j =
����
Z 1

0

d
d�

Fk(�u + (1� �)v) d�
����

=
����
Z 1

0
(u� v) � rFk(�u + (1� �)v) d�

����
. ju� vj ( juj + jvj)k�1.

Using this in (47) gives

kFu�FvkX .
ju� vj ( juj + jvj)k�1


Lq̃0

t Lr̃0
x

.(47)
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However, by the generalized Hölder inequality we have

ju� vj ( juj + jvj)k�1


Lq̃0
t Lr̃0

x
(48)

� ku� vkLq
t Lr

x

( juj + jvj)k�1


Lq=(k�1)
t Lr=(k�1)

x
k�[0,T]kLp

t L1x
,

where 1 � p <1 is chosen so that

1
q̃0

=
1
q

+
1

q=(k � 1)
+

1
p

,
1
r̃0

=
1
r

+
1

r=(k � 1)
+

1
1 ;

note that p is well-defined since r = r̃0k, q > q̃0k. (In the endpoint case k = k0,
 = 0 we have p = n2�2n+5

8 .)
By the assumptions on u, v the estimate (48) simplifies to

ju� vj ( juj + jvj)k�1


Lq̃0
t Lr̃0

x
. T1=pMk�1 ku� vkX .(49)

Thus if we choose T so that T1=pMk�1 � 1, then (47) and (49) give the desired
contraction (44).

To obtain the regularity (41) for u we apply (49) with v = 0 to obtain

kFk(u)k
Lq̃0

t Lr̃0
x
� T1=pMk�1kukX <1,

and (41) follows from (9).
Finally, we need to show uniqueness. (Continuous dependence on the data is

similarly included in the above arguments.) Suppose that we have two solutions
u, v to (38) for time [0, T�] such that

kukLq
t ([0,T�];Lr

x), kvkLq
t ([0,T�];Lr

x) � M

for some M. Choose 0 < T � T� such that T1=pMk�1 � 1. By the above
arguments (44) holds, which implies that u = v for time [0, T]. Since T depends
only on M, we may iterate this argument and obtain u = v for all times [0, T�].

10. Further remarks. An inspection of the proof of Theorem 1.2, espe-
cially the abstract interpolation step in Section 6, shows that the Lebesgue spaces
Lr

X in the hypotheses of Theorem 1.2 can be replaced by an interpolation family
of abstract Banach spaces. More precisely, we have:
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THEOREM 10.1. Let � > 0, H be a Hilbert space and B0, B1 be Banach spaces.
Suppose that for each time t we have an operator U(t): H ! B�0 such that

kU(t)kH!B�0
. 1

kU(t)(U(s))�kB1!B�1
. jt� sj��.

Let B� denote the real interpolation space (B0, B1)�,2. Then we have the estimates

kU(t)fkLq
t B��

. kfkH
Z

(U(s))�F(s) ds


H
. kFk

Lq0
t B�

Z
s<t

U(t)(U(s))�F(s) ds


Lq
t B��

. kFk
Lq̃0

t B�
�̃

whenever 0 � � � 1, 2 � q = 2
�� , (q, �,�) 6= (2, 1, 1), and similarly for (q̃, �̃). If

the decay estimate is strengthened to

kU(t)(U(s))�kB1!B�1
. (1 + jt � sj)��,

then the requirement q = 2
�� can be relaxed to q � 2

�� , and similarly for (q̃, �̃).

Thus, for instance, one can formulate a version of Theorem 1.2 for Besov
spaces instead of Lebesgue spaces; this allows a slightly shorter proof of Corol-
lary 1.3, using the interpolation theory of Besov spaces to avoid an explicit
mention of Littlewood-Paley theory (cf. the approach in [7]).

Theorems 1.2 and 10.1 can be applied to higher-dimensional problems other
than the wave and Schrödinger equations. (These theorems are also valid in the
low-dimensional case � � 1, but their content is not new for this case.) For
example, in [11] there is the following Strichartz (or “global smoothing”) result
(in our notation):

THEOREM 10.2. ([11], Theorem 3.1) Let P be a real elliptic polynomial of
degree m in Rn. Then

kW(t)fkLq
t Lr

x
. kfk2

Z
s<t

W(t)W�
(s)F(s) ds


Lq

t Lr
x

. kFk
Lq0

t Lr0
x

,
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where  = 2=nq, (q, r) is sharp n=2-admissible, q < 2,

W(t)f (x) =
Z

ei(tP(�)+x��)j det (P��)j=2f̂ (�) P(�) d�,

and  P is a suitable cutoff function.

By Theorem 1.2 we can remove the restriction q < 2 (provided that n > 2) in
the above theorem, and generalize the retarded estimate to two different admis-
sible pairs (q, r), (q̃, r̃) of exponents. The proof proceeds along analogous lines
to that of Corollary 1.3 (using either Littlewood-Paley theory or Theorem 10.1
for Sobolev spaces to handle the  parameter). The energy estimate follows from
Plancherel’s theorem, and the decay estimate is proven in Lemma 3.5 of [11].
We omit the details.

As observed in [11], it seems likely that the above results can be par-
tially extended to the case when the symbol P(�) is not elliptic, or even polyno-
mial.

We now consider Strichartz estimates for the kinetic transport equation

(
@
@t f (t, x, �) + � � rxf (t, x, �) = 0 (t, x, �) 2 R� Rn � Rn

f (0, x, �) = f 0(x, �).

Given (nonnegative) f and f0 as above, we seek all estimates of the form

kfkLq
t Lp

xLr
�
. kf 0kLa

x,�
.(50)

By dimensional analysis the following conditions are necessary:

2
q

= n
�

1
r
� 1

p

�
,

1
a

=
1
2

�
1
r

+
1
p

�
.

By spatial translation invariance we must have p � a. By considering the coun-
terexample f0 =

PN
j=1 �Ej , where

Ej = f(x, �): jxj � 2j, j� + 2�jxj � 2�jg,

and noting that the solution f satisfies

f (t, x, �) = 1 whenever jxj, j�j � 1, jt � 2jj � 1, 1 � j � N,

we see that we must have q � a.

THEOREM 10.3. ([3], Theorem 1(b)) If the above necessary conditions hold and
q > 2 � a, then (50) holds.
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Since the problem is invariant under the transformation

f0  f�0 , f  f�, (q, p, r, a) 
�

q
�

,
p
�

,
r
�

,
a
�

�

one can easily replace the restriction q > 2 � a in the above theorem with q > a.
(Thus, for instance, Theorem 1(a) of [3] can be extended to the range p < n+1

n�1 .)
It seems reasonable to conjecture that the result also holds at the endpoint

q = a, at least when n > 1. By the above invariance it suffices to consider the case
q = a = 2, so that p = 2n

n�1 , r = 2n
n+1 . Unfortunately the techniques of this paper are

not quite powerful enough to resolve this endpoint; if one applies Theorem 10.1
with B0 = L2

xL2
� and B1 = L1

xL1� one obtains (50) (the required energy and decay
estimates are contained in Theorem 2 of [3]), but with the Lp

xLr
� norm replaced

by that of the real interpolation space

(L2
xL2

�, L1
xL1� )�( 1

n ,2),

which is between the spaces Lp,1
x Lr,1

� and Lp,1
x Lr,1

� but is neither stronger nor
weaker than Lp

xLr
�.
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Acad. Sci. Paris Sér. I Math. 332 (1996), 535–540.
[4] T. Cazenave and F. B. Weissler, Critical nonlinear Schrödinger equation, Nonlinear Anal. 14 (1990),

807–836.
[5] D. Foschi, Lecture notes for S. Klainerman’s graduate course in nonlinear wave equations: Fall 1996,

Princeton University, private communication.
[6] J. Ginibre and G. Velo, Smoothing properties and retarded estimates for some dispersive evolution

equations, Comm. Math. Phys. 123 (1989), 535–573.
[7] , Generalized Strichartz inequalities for the wave equation, J. Funct. Anal. 133 (1995),

50–68.
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