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Abstract

In this work, we study the local wellposedness of the solution to a nonlinear elliptic-dispersive
coupled system which serves as a model for a Micro-Electro-Mechanical System (MEMS). A simple
electrostatically actuated MEMS capacitor device consists of two parallel plates separated by a
gas-filled thin gap. The nonlinear elliptic-dispersive coupled system modelling the device combines
a linear elliptic equation for the gas pressure with a semilinear dispersive equation for the gap
width. We show the local-in-time existence of strict solutions for the system, by combining elliptic
regularity results for the elliptic equation, Lipschitz continuous dependence of its solution on that of
the dispersive equation, and then local-in-time existence for a resulting abstract dispersive problem.
Semigroup approaches are key to solve the abstract dispersive problem.

1 Introduction
This paper is concerned with short-time existence, uniqueness and smoothness of the solution to the
following nonlinear coupled system, which is a model for an idealized electrostatically actuated MEMS
device containing an effectively incompressible fluid:

∂w

∂t
= ∇ ·

(
w3∇u

)
, x ∈ Ω, t ≥ 0; (1a)

∂2w

∂t2
= ∆w −∆2w − βF

w2
+ βp(u− 1), x ∈ Ω, t ≥ 0; (1b)

w(x, 0) = w0(x),
∂w

∂t
(x, 0) = v0(x), x ∈ Ω; (1c)

u(x, t) = θ1, w(x, t) = θ2, ∆w(x, t) = 0, x ∈ ∂Ω, t ≥ 0. (1d)

Here u(x, t) and w(x, t) are the unknown functions, corresponding to gas pressure and gap width
respectively, Ω ⊂ Rn is a bounded and open region with smooth boundary ∂Ω, n = 1, 2; βF > 0,
βp > 0, θ1 > 0 and θ2 > 0 are given constants; v0 = v0(x) and w0 = w0(x) are given functions. We
shall prove the following wellposedness for short time:

Theorem 1.1. Let Ω ⊆ Rn with smooth boundary, n = 1, 2. For sufficiently smooth, positive initial
values compatible with the boundary conditions, there exists a time T0 > 0 such that the initial-boundary
value problem (1) has a unique strict solution (u,w), and

u ∈ C
(
[0, T0);H

1(Ω)
)
, w ∈ C2

(
[0, T0);L

2(Ω)
)
∩ C1([0, T0);H

2(Ω)) ∩ C
(
[0, T0);H

4(Ω)
)
.
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The explicit assumptions on the initial conditions will be specified in Section 5. Note that global-in-
time solutions are not necessarily expected, as quenching singularities with inf

Ω
w(t) → 0 may develop

in finite time [6].
The model (1) describes the behaviour of a simple electrically actuated MEMS (Micro-Electro-Mechanical
Systems) capacitor (see, for example, [14]). Such a device contains two conducting plates which, when
the device is uncharged and at equilibrium, are close and parallel to each other. More generally, we
suppose a fixed potential difference is applied; this potential difference acts across the plates, so that
the MEMS device forms a capacitor. The two plates lie inside a sealed box also containing a rarefied
but effectively incompressible gas, as opposed to a perfect vacuum. This gas then serves to give a
small resistance to the motion of the upper of the plates, this plate being flexible but pinned around
its edges. The other, lower, plate is taken to be rigid and flat.

Eqn. (1a) is the usual version of the standard Reynolds’ equation, for the flow of an incompressible
fluid through a narrow gap (width w) driven by pressure u (see, for example, [12]). Here it is assumed
that the squeeze film action is very slow, so the gas has pressure and density nearly constant, and flow
can thus be regarded as incompressible. The paper [1] studies the incompressible squeeze film equation
(1a) by linearizing further, for cases where deflection of the plate from its equilibrium position is small
(w = const., to leading order), and thinking of it as Poisson’s equation ∆u = ∂w

∂t .
The upper part of the capacitor acts as a thin elastic plate so that its motion can be taken to

be given by a dynamic plate equation balancing the inertial term on the left-hand side of (1b) with
the biharmonic term modelling linear elasticity, the second term on the right [8]. Taking there to be
a significant tension acting across the plate gives, additionally, the first term on the right: the more
usual Laplacian, as for a membrane. The third term is the electrostatic force attracting the upper
plate towards the lower. The strength of this force per unit area is given by the local electric field
strength times the surface charge density, the latter itself being proportional to the former, while this,
the field strength, is inversely proportional to the gap width w. The final, fourth, term is simply the
net upward gas pressure acting on the plate: pressure in the gap acting up and constant ambient
pressure acting down. For more details see [4], [13], [14].

Our proof of Theorem 1.1 relies on semigroup techniques developed for semilinear hyperbolic
equations. Using the solution operator for the first, elliptic equation, we reduce the system to an
abstract evolution equation, to which the functional analytic methods are then applied. Semigroup
methods have become a powerful tool for MEMS-related models defined by a single equation or by an
elliptic-parabolic coupled system, see the recent survey [10].

Before proceeding, we review some of the most relevant literature which studies related models
MEMS devices, both numerically and analytically, to obtain qualitative behaviour, and note some
other work on similar systems.

The static deflection of charged elastic plates in electrostatic actuators can be represented by a
nonlinear elliptic equation

−∆w + βe∆
2w = −βF

w2
, (2)

where βF is an electrostatic coefficient, depending upon applied voltage and giving the strength of
attraction between the plates, and βe is fixed by the elastic moduli of the plate material in comparison
with imposed tension. Lin et al. [11] study the existence, construction, approximation, and behaviour
of classical and singular solutions to equation (2). Other such problems can be found in references [3],
[16]. From Chapter 12 in [4], there is a value β∗ ∈ (0,∞) such that for 0 < βF < β∗ there exists at
least one weak solution to (2), while no solution exists for βF > β∗.

To model the behaviour of the plate gap width w over time, one has to consider the momentum
of the plate as it deforms and damping forces, as well as the elastic nature of the plate and the
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electrostatic force. Then a single equation of motion which has been studied is

ϵ2
∂2w

∂t2
+
∂w

∂t
−∆w + βe∆

2w = −βF
w2

. (3)

ϵ2 =
inertial coefficient

damping coefficient ,

the second term in (3) having been introduced to account for damping.
For a physical model, the equation applies on a bounded domain of Rn, 1 ≤ n ≤ 3. In Guo,

[7], quenching is seen to occur, that is, w falls to zero in a finite time, so that a solution of (3) will
cease to exist, if βF exceeds the critical value β∗ for the time-independent problem (2). This creates
what, physically, is called the pull-in instability, when the two plates touch (also referred to as “touch-
down”). Guo [7] shows that there exists a βF1 ∈ (0, β∗] such that for 0 ≤ βF < βF1 , the solution of
an initial boundary value problem for (3) globally exists. Under some further technical hypotheses,
in this case the solution exponentially converges to a regular steady state. See the survey article [10]
for a discussion of a wider class of models arising in the description of MEMS.

The plan of the paper is as follows: In Section 2, we introduce the relevant function spaces and some
of their basic properties. In Section 3, we establish auxiliary estimates for the nonlinearity in (1b) and
introduce the notions of both mild and strict solutions of evolution equations. The elliptic problem
(1a) for the unknown u is discussed in Section 4. The results from Sections 3 and 4 are then used in
Section 5 to investigate the local well-posedness of the initial-boundary value problem (1), leading to
Theorem 1.1.

2 Notation
Denote by βF , βp, θ given positive constants. Let Ω ⊂ Rn be an open and bounded subset with
smooth boundary ∂Ω, n = 1, 2. Denote by C = C(Ω) a positive constant which may vary from line
to line below but only depends on Ω.

H4
o (Ω) =

{
ψ ∈ H4(Ω) : ψ|∂Ω = ∆ψ |∂Ω= 0

}
, H2

o (Ω) = H2(Ω) ∩H1
0 (Ω), (4)

H4
θ (Ω) =

{
ψ ∈ H4(Ω) : ψ(x) = θ, ∆ψ(x) = 0, x ∈ ∂Ω

}
, (5)

H2
θ (Ω) =

{
ψ ∈ H2(Ω) : ψ |∂Ω= θ

}
. (6)

Theorem 2.1. We denote by X a Banach space, with norm ‖ · ‖X . For k ∈ N and T ∈ (0,∞), B(X)
denotes the space of bounded linear operators on X. In the following we shall be particularly interested
in X = L2(Ω), L∞(Ω) and Hk(Ω). The space B([0, T ];X) consists of all measurable, almost everywhere
bounded functions u : t ∈ [0, T ] −→ u(t) ∈ X, with norm ‖u‖B([0,T ];X) = esssupt∈[0,T ]‖u(t)‖X . If X is
a function space as above, we write u(t) : x ∈ Ω −→ [u(t)](x) = u(x, t) ∈ R. The closed subspace of
continuous functions is denoted by C([0, T ];X), and

Ck([0, T ];X) =

{
u : [0, T ] → X :

dju

dtj
∈ C([0, T ];X), 0 ≤ j ≤ k

}
,

‖u‖Ck([0,T ];X) = sup
t∈[0,T ]

k∑
j=0

∥∥∥∥dju(t)dtj

∥∥∥∥
X

.
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Our main results will be shown by constructing a Picard iteration in the complete metric space
Z(T ), given by

Z(T ) :=

{
(ṽ, w̃) ∈ C

(
[0, T ];L2(Ω)×H2

o (Ω)
)
: (ṽ(0), w̃(0)) = (ṽ0, w̃0) ,

sup
t∈[0,T ]

‖(ṽ(t)− ṽ0, w̃(t)− w̃0)‖L2(Ω)×H2(Ω) ≤ r

}
. (7)

3 Preliminaries
In this section, we recall some well-known properties of the Sobolev spaces Hk(Ω), where k > 0,
and formulate some Corollaries which will be useful in the proof of the main results. The proofs of
Corollary 3.1 and Corollary 3.2 can be found in Appendix A. We then state a general existence result
for evolution equations and the regularity in time without proof.

3.1 Algebra Property of Sobolev Spaces
The algebra property of Sobolev spaces will be crucial in this work, see [15] for a proof.

Lemma 3.1. Hk(Ω) is an algebra when k > n
2 . In particular, H1(Ω) is an algebra if Ω ⊂ R and

H2(Ω) is an algebra if Ω ⊂ Rn, n = 1, 2.

We deduce some immediate consequences.

Corollary 3.1. There exists a constant C = C(Ω) > 0, such that for all r ∈
(
0, κ

2C

)
, w ∈ Br (w0, T )

satisfies the lower bound
w(t) ≥ κ

2
, ∀ t ∈ [0, T ]. (8)

Moreover, for all w1, w2 ∈ Br(w0, T ), there exist positive constants Ck, k = 1, 2, 3, depending on Ω,
κ and ‖w0‖H2(Ω), such that

sup
t∈[0,T ]

∥∥∥∥ 1

[w1(t)]k

∥∥∥∥
H2(Ω)

≤ Ck1 , k = 1, 2, 3, (9)

sup
t∈[0,T ]

∥∥∥∥ 1

[w1(t)]k
− 1

[w2(t)]k

∥∥∥∥
H2(Ω)

≤ Ck sup
t∈[0,T ]

‖w1(t)− w2(t)‖H2(Ω) , k = 2, 3. (10)

Corollary 3.2. The operator G, defined by

G : w̃ ∈ Br (w̃0, T ) −→ G(w̃) ∈ C([0, T ];H2(Ω)), (11a)

[G(w̃)](t) = G(w̃(t)) = − βF
[w̃(t) + θ2]2

+ βp(θ1 − 1), (11b)

has the following properties:

sup
0≤t<t+h≤T

‖[G(w̃)](t+ h)− [G(w̃)](t)‖H2(Ω) ≤ LG sup
0≤t<t+h≤T

‖w̃(t+ h)− w̃(t)‖H2(Ω) , (12)

sup
t∈[0,T ]

‖[G(w̃1)](t)− [G(w̃2)](t)‖H2(Ω) ≤ LG sup
t∈[0,T ]

‖w̃1(t)− w̃2(t)‖H2(Ω) , (13)

sup
t∈[0,T ]

‖[G(w̃1)](t)−G(w̃0)‖H2(Ω) ≤ LGr. (14)
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Here LG = LG
(
Ω, κ, ‖w0‖H2(Ω), βF

)
is a constant.

Furthermore, the Fréchet derivative G′(w̃) of G(w̃) depending on w̃ ∈ Br (w̃0, T ),

G′ (w̃) : q ∈ C
(
[0, T ];H2

o (Ω)
)
−→ G′ (w̃) q ∈ C

(
[0, T ];H2

o (Ω)
)
, (15a)

[
G′ (w̃) q

]
(t) =

[
G′ (w̃(t))

]
q(t) =

2βF

(w̃(t) + θ2)
3 q(t), (15b)

satisfies
sup
t∈[0,T ]

∥∥[G′ (w̃) q
]
(t)
∥∥
H2(Ω)

≤ LG sup
t∈[0,T ]

‖q(t)‖H2(Ω) , (16)

and G′(w̃(t)) : H2
o (Ω) −→ H2

o (Ω) satisfies

lim
h→0

sup
0≤t≤t+h≤T

0≤τ≤1

∥∥G′ (w̃(t) + τ [w̃(t+ h)− w̃(t)])−G′ (w̃(t))
∥∥
B(H2

o (Ω))
= 0. (17)

3.2 Mild and Strict Solutions of Evolution Equations
Theorem 3.1. Let X be a Banach space, A : D(A) ⊂ X → X a linear, unbounded operator which
generates a strongly continuous semigroup (C0-semigroup) {T (t) : t ≥ 0}. Further, let T ∈ (0,∞),
G ∈ C([0, T ];X) and Φ0 ∈ X. A function Φ is called a mild solution of the inhomogeneous evolution
equation

Φ′(t) = AΦ(t) + G(t), t ∈ [0, T ], Φ(0) = Φ0, (18)

if Φ ∈ C([0, T ];X) is satisfies the integral formulation of (18),

Φ(t) = T (t)Φ0 +

∫ t

0
T (t− s)G(s)ds, t ∈ [0, T ]. (19)

A function Φ is said to be a strict solution of (18), if Φ ∈ C([0, T ];D(A)) ∩ C1([0, T ];X) is a mild
solution and satisfies (18).

Lemma 3.2. Let the linear operator A defined on a Banach space X generate the C0-semigroup
{T (t) : t ≥ 0}, T ∈ (0,∞), and Φ0 ∈ D(A). If G ∈ C([0, T ];X) and Φ is a solution of the
inhomogeneous evolution equation (18), then Φ satisfies the integral formula (19).

Assume either that G ∈ C([0, T ];D(A)) or that G ∈ C1([0, T ];X). Then the mild solution Φ defined
by (19) uniquely solves the inhomogeneous evolution equation (18) on [0, T ], and

Φ ∈ C([0, T ];D(A)) ∩ C1([0, T ];X).

We refer to Theorem 6.9 in [9] for the proof of Lemma 3.2.

Lemma 3.3. Let X be a Banach space and Φ ∈ C([0, T ];X) be differentiable from the right with right
derivative Ψ ∈ C ([0, T ];X). Then Φ ∈ C1 ([0, T ];X) and Φ′ = Ψ.

We refer to Lemma 8.9 in [9] for the proof of Lemma 3.3.

5



4 Wellposedness of the Linear Elliptic Equation
Lemma 4.1. Let Ω ⊂ Rn be a bounded domain with smooth boundary, n = 1, 2. Let v ∈ H−1(Ω)
and w0 ∈ H2(Ω) with κ = inf

x∈Ω
w0 > 0. Then there exists a constant C = C(Ω) > 0 such that for all

w ∈ Br(w0) =
{
ψ ∈ H2(Ω) : ‖ψ − w0‖H2(Ω) ≤ r

}
, r ∈

(
0, κ

2C

)
, the elliptic boundary value problem

∇ ·
(
w3∇ũ

)
= v in Ω, ũ = 0 on ∂Ω, (20)

admits a unique weak solution ũ ∈ H1
0 (Ω), and ũ satisfies

‖ũ‖H1(Ω) ≤ Co ‖v‖H−1(Ω) . (21)

Here Co > 0 is a constant depending only on κ and Ω.

Proof. Since w0 ∈ H2(Ω) and w ∈ Br(w0) =
{
ψ ∈ H2(Ω) : ‖ψ − w0‖H2(Ω) ≤ r

}
, according to the

triangle inequality and the Sobolev embedding theorem, there exists a constant C = C(Ω) > 0, such
that for all r ∈

(
0, κ

2C

)
, it follows that

w = w0 + w − w0 ≥ κ− ‖w − w0‖L∞(Ω) ≥ κ− C ‖w − w0‖H2(Ω) ≥ κ− Cr ≥ κ

2
, (22a)

‖w‖H2(Ω) ≤ ‖w0‖H2(Ω) +
κ

2C
. (22b)

For all functions that vanish on ∂Ω, from the Poincaré inequality, we obtain

‖ũ‖L2(Ω) ≤ C ‖∇ũ‖L2(Ω) . (23)

It is easy to see that for all ũ1, ũ2 ∈ H1
0 (Ω)∫

Ω
w3∇ũ1∇ũ2dx ≤

∥∥w3
∥∥
L∞(Ω)

‖∇ũ1‖L2(Ω) ‖∇ũ2‖L2(Ω)

≤
(
‖w0‖H2(Ω) +

κ

2C

)3
‖ũ1‖H1(Ω) ‖ũ2‖H1(Ω) , (24)

∫
Ω
w3 |∇ũ1|2 dx ≥ κ3

8
‖∇ũ1‖2L2(Ω) ≥

κ3C ′

16
‖ũ1‖2H1(Ω) , (25)

where C ′ = min
{
1, C−2

}
. From the Lax-Milgram Theorem (Theorem 1, Section 6.2, [5]), the problem

(20) has a unique weak solution ũ ∈ H1
0 (Ω), and from (24), (25) this weak solution satisfies (21).

Theorem 4.1. Define the solution operator So by

So : H
−1(Ω)×Br(w0) −→ H1

0 (Ω), (v, w) 7−→ ũ, ũ = So(v, w), (26)

where ũ denotes the solution of (20). Then So is linear with respect to v,

So(v1 − v2, w) = So(v1, w)− So(v2, w), v1, v2 ∈ H−1(Ω), w ∈ Br(w0),

and it satisfies
‖So(v1, w)− So(v2, w)‖H1(Ω) ≤ Co ‖v1 − v2‖H−1(Ω) . (27)
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In fact, ũ1 = So(v1, w) and ũ2 = So(v2, w) denote the solutions of the equations

∇ ·
(
w3∇ũ1

)
= v1 in Ω, ũ1 = 0 on ∂Ω, ∇ ·

(
w3∇ũ2

)
= v2 in Ω, ũ2 = 0 on ∂Ω,

respectively for each w ∈ Br(w0) and v1, v2 ∈ H−1(Ω). Then ũ1 − ũ2 is the solution of

∇ ·
(
w3∇ [ũ1 − ũ2]

)
= v1 − v2 in Ω, ũ1 − ũ2 = 0 on ∂Ω,

for every w ∈ Br(w0) and v1 − v2 ∈ L2(Ω), and ũ1 − ũ2 = So(v1 − v2, w). By using the estimate (21)
from Lemma 4.1, we conclude the assertion (27).

Lemma 4.2. So satisfies the following Lipschitz continuity estimates:

‖So(v, w1)− So(v, w2)‖H1(Ω) ≤ C∗
o ‖v‖H−1(Ω) ‖w1 − w2‖H2(Ω) (28)

Here, C∗
o is a constant depending on Co from Lemma 4.1, on Ω, κ and ‖w0‖H2(Ω).

Proof. Let ũ∗1 = So(v, w1), ũ∗2 = So(v, w2) denote the solutions of the equations

∇ ·
(
w3
1∇ũ∗1

)
= v in Ω, ũ∗1 = 0 on ∂Ω, (29)

∇ ·
(
w3
2∇ũ∗2

)
= v in Ω, ũ∗2 = 0 on ∂Ω, (30)

respectively, for given w1, w2 ∈ Br(w0) and v ∈ H−1(Ω). Then ũ∗1 − ũ∗2 satisfies

∇ ·
[
w3
1∇ (ũ∗1 − ũ∗2)

]
= ∇ ·

[(
w3
2 − w3

1

)
∇ũ∗2

]
. (31)

Multiply (31) by ũ∗1 − ũ∗2, and integrate over Ω, integrating by parts:∫
Ω
w3
1 |∇ (ũ∗1 − ũ∗2)|

2 dx =

∫
Ω
∇ (ũ∗1 − ũ∗2) ·

[(
w3
2 − w3

1

)
∇ũ∗2

]
dx. (32)

Because ũ∗2 is a solution of equation (30), Lemma 4.1 implies

‖∇ũ∗2‖L2(Ω) ≤ Co ‖v‖H−1(Ω) . (33)

From the algebraic property of H2(Ω) and triangle inequality we obtain∥∥w3
2 − w3

1

∥∥
H2(Ω)

≤
[
‖w1‖2H2(Ω) + ‖w2‖2H2(Ω) + ‖w1‖H2(Ω) ‖w2‖H2(Ω)

]
‖w1 − w2‖H2(Ω)

≤3
(
‖w0‖H2(Ω) +

κ

2C

)2
‖w1 − w2‖H2(Ω) (34)

Using the Sobolev embedding Theorem, the Schwarz inequality, (33) and (34) on the right hand side
of (32), we get∣∣∣∣∫

Ω
∇ (ũ∗1 − ũ∗2) ·

[(
w3
2 − w3

1

)
∇ũ∗2

]
dx

∣∣∣∣ ≤ ∥∥w3
2 − w3

1

∥∥
L∞(Ω)

∫
Ω
|∇ (ũ∗1 − ũ∗2) · ∇ũ∗2| dx

≤C
∥∥w3

2 − w3
1

∥∥
H2(Ω)

‖∇ (ũ∗1 − ũ∗2)‖L2(Ω) ‖∇ũ
∗
2‖L2(Ω)

≤3CCo

(
‖w0‖H2(Ω) +

κ

2C

)2
‖v‖H−1(Ω)

· ‖w1 − w2‖H2(Ω) ‖∇ (ũ∗1 − ũ∗2)‖L2(Ω) . (35)
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Because w1 ∈ Br(w0), from estimate (22a) in the proof of Lemma 4.1, we have

w3
1 ≥ κ3

8
.

Hence, the left hand side of (32) satisfies∫
Ω
w3
1 |∇ (ũ∗1 − ũ∗2)|

2 dx ≥ κ3

8
‖∇ (ũ∗1 − ũ∗2)‖

2
L2(Ω) . (36)

Therefore, (35) and (36) imply (28) holds by setting

C∗
o =

24CCo
κ3

(
‖w0‖H2(Ω) +

κ

2C

)2√
C2 + 1.

Theorem 4.2. Because of the continuity of the solution operator, we obtain corresponding results in
spaces of continuous functions C ([0, T ];X), for appropriate X. For example, Lemma 4.1 becomes:
For each v ∈ C

(
[0, T ];H−1(Ω)

)
and w ∈ C ([0, T ];Br(w0)), there exists a unique solution ũ ∈

C
(
[0, T ];H1

0 (Ω)
)

of the linear elliptic equation (20) such that

sup
t∈[0,T ]

‖ũ(t)‖H1(Ω) ≤ Co sup
t∈[0,T ]

‖v(t)‖H−1(Ω) . (37)

The solution operator So given by (26) becomes

So : C
(
[0, T ];H−1(Ω)×Br(w0)

)
−→ C

(
[0, T ];H1

0 (Ω)
)
, (v, w) 7−→ ũ, ũ = So(v, w), (38a)

ũ(t) = [So(v, w)](t) = So(v(t), w(t)), (38b)

and So has the similar Lipschitz continuity properties such as

sup
t∈[0,T ]

‖[So(v1, w)](t)− [So(v2, w)](t)‖H1(Ω) ≤ Co sup
t∈[0,T ]

‖v1(t)− v2(t)‖H−1(Ω) , (39)

sup
t∈[0,T ]

‖[So(v, w1)](t)− [So(v, w2)](t)‖H1(Ω)

≤C∗
o sup
t∈[0,T ]

‖v(t)‖H−1(Ω) sup
t∈[0,T ]

‖w1(t)− w2(t)‖H2(Ω) . (40)

Hence

sup
t∈[0,T ]

‖[So(v1, w1)](t)− [So(v2, w2)](t)‖H1(Ω)

≤C∗
o sup
t∈[0,T ]

‖v2(t)‖H−1(Ω) sup
t∈[0,T ]

‖w1(t)− w2(t)‖H2(Ω) + Co sup
t∈[0,T ]

‖v1(t)− v2(t)‖H−1(Ω) . (41)

Choose h ∈ (0, T ) sufficiently small such that t + h ∈ [0, T ] and w(t), w(t + h) ∈ Br(w0), similarly,
we obtain

sup
t∈[0,T ]

‖So(v(t+ h), w(t+ h))− So(v(t), w(t))‖H1(Ω)

≤C∗
o sup
t∈[0,T ]

‖v(t)‖H−1(Ω) sup
t∈[0,T ]

‖w(t+ h)− w(t)‖H2(Ω) + Co sup
t∈[0,T ]

‖v(t+ h)− v(t)‖H−1(Ω) . (42)
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Estimates (39) and (40) imply the Fréchet derivative DvSo(v(t), w(t)) of So(v(t), w(t)) on v(t) and the
Fréchet derivative DwSo(v(t), w(t)) of So(v(t), w(t)) on w(t) exist and

DvSo(v(t), w(t)) : H
−1(Ω) −→ H1

0 (Ω), φ 7−→ [DvSo(v(t), w(t))]φ, (43a)

[DvSo(v(t), w(t))]φ = lim
λ→0

1

λ
[So(v(t) + λφ,w(t))− So(v(t), w(t))] , (43b)

DwSo(v(t), w(t)) : H
2(Ω) −→ H1

0 (Ω), ψ 7−→ [DwSo(v(t), w(t))]ψ, (44a)

[DwSo(v(t), w(t))]ψ = lim
λ→0

1

λ
[So(v(t), w(t) + λψ)− So(v(t), w(t))] . (44b)

According to inequalities (39), (40), it is easy to obtain that functions DvSo(v(t), w(t))ϕ and DvSo(v(t), w(t))ψ
are uniformly continuous with respect to ϕ and ψ respectively.

Lemma 4.3. Let v ∈ C
(
[0, T ];H−1(Ω)

)
, w ∈ C ([0, T ];Br(w0)). Then

sup
t∈[0,T ]

‖[DvSo (v(t), w(t))]φ1 − [DvSo(v(t), w(t))]φ2‖H1(Ω) ≤ Co ‖φ1 − φ2‖H−1(Ω) (45)

holds for all φ1, φ2 ∈ H−1(Ω).

sup
t∈[0,T ]

‖[DwSo (v(t), w(t))]ψ1 − [DwSo(v(t), w(t))]ψ2‖H1(Ω)

≤C∗
o sup
t∈[0,T ]

‖v(t)‖H−1(Ω) ‖ψ1 − ψ2‖H2(Ω) (46)

holds for all ψ1, ψ2 ∈ H2(Ω).

Proof. From the definitions (43), (44) of DvSo (v(t), w(t)) and DwSo (v(t), w(t)) and estimates (39),
(40), it is easy to see that

sup
t∈[0,T ]

‖DvSo (v(t), w(t))φ1 −DvSo(v(t), w(t))φ2‖H1(Ω)

= lim
λ→0

1

λ
sup
t∈[0,T ]

‖So(v(t) + λφ1, w(t))− So(v(t) + λφ2, w(t))‖H1(Ω)

≤ lim
λ→0

1

λ
Co ‖λ (φ1 − φ2)‖H−1(Ω)

=Co ‖φ1 − φ2‖H−1(Ω) ,

sup
t∈[0,T ]

‖DwSo (v(t), w(t))ψ1 −DwSo(v(t), w(t))ψ2‖H1(Ω)

= lim
λ→0

1

λ
sup
t∈[0,T ]

‖So(v(t), w(t) + λψ1)− So(v(t), w(t) + λψ2)‖H1(Ω)

≤ lim
λ→0

1

λ
C∗
o sup
t∈[0,T ]

‖v(t)‖H−1(Ω) ‖λ (ψ1 − ψ2)‖H−1(Ω)

=C∗
o sup
t∈[0,T ]

‖v(t)‖H−1(Ω) ‖ψ1 − ψ2‖H−1(Ω) .
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Theorem 4.3. Lemma 4.3 implies

sup
t∈[0,T ]

‖DvSo (v(t), w(t))‖B(H−1(Ω), H1
0 (Ω)) ≤ Co, (47a)

sup
t∈[0,T ]

‖DwSo (v(t), w(t))‖B(H2(Ω), H1
0 (Ω)) ≤ C∗

o sup
t∈[0,T ]

‖v(t)‖H−1(Ω) . (47b)

Now we are going to show that DvSo(v(t), w(t)) and DvSo(v(t), w(t)) are uniformly continuous on the
compact sets {

v(t) + τ [v(t+ h)− v(t)] ∈ H−1(Ω) : τ ∈ [0, 1], t, t+ h ∈ [0, T ]
}
,

{w(t) + τ [w(t+ h)− w(t)] ∈ Br(w0) : τ ∈ [0, 1], t, t+ h ∈ [0, T ]}

respectively, which is Lemma 4.4.

Lemma 4.4. Let v ∈ C
(
[0, T ];H−1(Ω)

)
, w ∈ C ([0, T ];Br(w0)) and choose h ∈ (0, T ) sufficiently

small such that w(t + h) ∈ Br(w0) for all t ∈ [0, T ]. Denote vh(t) = v(t + h) − v(t) and wh(t) =
w(t+ h)− w(t). Then

sup
t,t+h∈[0,T ]
τ∈[0,1]

‖DvSo (v(t) + τvh(t), w(t) + τwh(t))−DvSo(v(t), w(t))‖B(H−1(Ω), H1
0 (Ω))

:= α1(h) → 0, as h→ 0, (48)

sup
t,t+h∈[0,T ]
τ∈[0,1]

‖DwSo (v(t) + τvh(t), w(t) + τwh(t))−DwSo(v(t), w(t))‖B(H2(Ω), H1
0 (Ω))

:= α2(h) → 0, as h→ 0. (49)

Proof. We denote

ũ1 = So (v(t) + τvh(t) + λφ,w(t) + τwh(t)) , ũ2 = So (v(t) + τvh(t), w(t) + τwh(t)) ,

ũ∗1 = So (v(t) + λφ,w(t)) , ũ∗2 = So (v(t), w(t)) ,

and then ũ1 − ũ2 and ũ∗1 − ũ∗2 satisfy

λφ = ∇ ·
{
(w(t) + τwh(t))

3∇ (ũ1 − ũ2)
}
, ũ1 − ũ2 = 0, on ∂Ω, (50)

λφ = ∇ ·
{
[w(t)]3∇ (ũ∗1 − ũ∗2)

}
, ũ∗1 − ũ∗2 = 0, on ∂Ω, (51)

respectively. So w(t) + τwh(t) ∈ Br(w0) and Lemma 4.1 imply ũ∗1 − ũ∗2 satisfies

‖∇ (ũ∗1 − ũ∗2)‖L2(Ω) ≤ Co ‖λφ‖H−1(Ω) ,

Now, estimates (50) and (51) imply ũ1 − ũ2 − (ũ∗1 − ũ∗2) satisfies

∇ ·
{
(w(t) + τwh(t))

3∇ [ũ1 − ũ2 − (ũ∗1 − ũ∗2)]
}

=−∇ ·
{(

(w(t) + τwh(t))
3 − [w(t)]3

)
∇ (ũ∗1 − ũ∗2)

}
(52)

Multiply (52) by ũ1 − ũ2 − (ũ∗1 − ũ∗2), and integrate over Ω, integrating by parts:∫
Ω
(w(t) + τwh(t))

3 |∇ [ũ1 − ũ2 − (ũ∗1 − ũ∗2)]|
2 dx

=−
∫
Ω

(
(w(t) + τwh(t))

3 − [w(t)]3
)
∇ (ũ∗1 − ũ∗2) · ∇ [ũ1 − ũ2 − (ũ∗1 − ũ∗2)] dx (53)
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As w(t) + τwh(t) ∈ Br(w0), similar to (25), (34), (35) and (36), we obtain∫
Ω
(w(t) + τwh(t))

3 |∇ [ũ1 − ũ2 − (ũ∗1 − ũ∗2)]|
2 dx ≥ κ3

8
‖∇ [ũ1 − ũ2 − (ũ∗1 − ũ∗2)]‖

2
L2(Ω) ,

∣∣∣∣− ∫
Ω

(
(w(t) + τwh(t))

3 − [w(t)]3
)
∇ (ũ∗1 − ũ∗2) · ∇ [ũ1 − ũ2 − (ũ∗1 − ũ∗2)] dx

∣∣∣∣
≤C

∥∥∥(w(t) + τwh(t))
3 − [w(t)]3

∥∥∥
H2(Ω)

‖∇ (ũ∗1 − ũ∗2)‖L2(Ω) ‖∇ [ũ1 − ũ2 − (ũ∗1 − ũ∗2)]‖L2(Ω)

≤3CCo

(
‖w0‖H2(Ω) +

κ

2C

)2
‖λφ‖H−1(Ω) ‖wh(t)‖H2(Ω) ‖∇ [ũ1 − ũ2 − (ũ∗1 − ũ∗2)]‖L2(Ω) .

Recall wh(t) = w(t+ h)− w(t). Thus

‖ũ1 − ũ2 − (ũ∗1 − ũ∗2)‖H1(Ω) ≤ C∗
o ‖λφ‖H−1(Ω) ‖w(t+ h)− w(t)‖H2(Ω) . (54)

According to the definitions (43) of Fréchet derivative DvSo(v(t), w(t)),

α1(h) = sup
t,t+h∈[0,T ]

τ∈[0,1], φ∈H−1(Ω)

∥∥limλ→0
1
λ [ũ1 − ũ2 − (ũ∗1 − ũ∗2)]

∥∥
H1(Ω)

‖φ‖H−1(Ω)

≤ sup
0≤t<t+h≤T

C∗
o ‖w(t+ h)− w(t)‖H2(Ω) → 0, as h→ 0,

because w ∈ C ([0, T ];Br(w0)) and w(t) is uniformly continuous with respect to t ∈ [0, T ].
Hence we conclude the assertion (48). We next show that the assertion (49) holds.
Recall vh(t) = v(t+ h)− v(t), wh(t) = w(t+ h)−w(t). Choose ψ ∈ H2(Ω) and small λ such that

w(t) + τwh(t), w(t) + τwh(t) + λψ ∈ Br(w0). Write

ũ3 = So (v(t) + τvh(t), w(t) + τwh(t) + λψ) , ũ4 = So (v(t) + τvh(t), w(t) + τwh(t)) ,

ũ∗3 = So (v(t), w(t) + λψ) , ũ∗4 = So (v(t), w(t)) .

Then ũ3 − ũ4 and ũ∗3 − ũ∗4 satisfy

∇ ·
{
(w(t) + τwh(t) + λψ)3∇ (ũ3 − ũ4)

}
=−∇ ·

{(
[w(t) + τwh(t) + λψ]3 − (w(t) + τwh(t))

3
)
∇ũ4

}
,

ũ3 − ũ4 = 0, on ∂Ω, (55)

∇ ·
{
[w(t) + λψ]3∇ (ũ∗3 − ũ∗4)

}
= −∇ ·

{(
[w(t) + λψ]3 − [w(t)]3

)
∇ũ∗4

}
,

ũ∗3 − ũ∗4 = 0, on ∂Ω, (56)

respectively. Hence, ũ3 − ũ4 − (ũ∗3 − ũ∗4) satisfies

∇ ·
{
(w(t) + τwh(t) + λψ)3∇ [ũ3 − ũ4 − (ũ∗3 − ũ∗4)]

}
=−∇ ·

{{
[w(t) + τwh(t) + λψ]3 − [w(t) + τwh(t)]

3 −
(
[w(t) + λψ]3 − [w(t)]3

)}
∇ũ∗4

}
−∇ ·

{(
[w(t) + τwh(t) + λψ]3 − [w(t) + τwh(t)]

3
)
∇ (ũ4 − ũ∗4)

}
−∇ ·

{(
[w(t) + τwh(t) + λψ]3 − [w(t) + λψ]3

)
∇ (ũ∗3 − ũ∗4)

}
. (57)
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Multiply (57) by ũ3−ũ4−(ũ∗3 − ũ∗4), and integrate over Ω. Integrating by parts, as w(t)+τwh(t)+λψ ∈
Br(w0), the left hand side of (57) becomes∫

Ω
(w(t) + τwh(t) + λψ)3 |∇ [ũ3 − ũ4 − (ũ∗3 − ũ∗4)]|

2 dx

≥κ
3

8
‖∇ [ũ3 − ũ4 − (ũ∗3 − ũ∗4)]‖

2
L2(Ω) . (58)

Let
Q1 = [w(t) + τwh(t) + λψ]3 − [w(t) + τwh(t)]

3 −
(
[w(t) + λψ]3 − [w(t)]3

)
Q2 = [w(t) + τwh(t) + λψ]3 − [w(t) + τwh(t)]

3.

Q3 = [w(t) + τwh(t) + λψ]3 − [w(t) + λψ]3.

Then the first, second, respectively third terms of right hand side of (57) become

RHS1 = −
∫
Ω
Q1∇ũ∗4 · ∇ [ũ3 − ũ4 − (ũ∗3 − ũ∗4)] dx. (59)

RHS2 = −
∫
Ω
Q2∇ (ũ4 − ũ∗4) · ∇ [ũ3 − ũ4 − (ũ∗3 − ũ∗4)] dx. (60)

RHS3 = −
∫
Ω
Q3∇ (ũ∗3 − ũ∗4) · ∇ [ũ3 − ũ4 − (ũ∗3 − ũ∗4)] dx. (61)

Since ũ∗4 is a solution of equation

∇ ·
(
[w(t)]3∇ũ∗4

)
= v(t) in Ω, ũ∗4 = 0 on ∂Ω,

Lemma 4.1 implies
‖∇ũ∗4‖L2(Ω) ≤ Co ‖v(t)‖H−1(Ω) . (62)

Because w(t), w(t) + λψ, w(t) + τwh(t), w(t) + τwh(t) + λψ ∈ Br(w0), then

‖6w(t) + 3τwh(t) + 3λψ‖H2(Ω) ≤ Ca <∞

for small λ and τ ∈ [0, 1], where Ca is a constant depending on w0 and Ω. Hence

‖Q1‖L∞(Ω) ≤C ‖Q1‖H2(Ω)

≤Cτ ‖wh(t)‖H2(Ω) ‖6w(t) + 3τwh(t) + 3λψ‖H2(Ω) λ ‖ψ‖H2(Ω)

≤CCa|λ| ‖wh(t)‖H2(Ω) ‖ψ‖H2(Ω) . (63)

Here C = C(Ω) > 0 is a constant. Thus, using (62), (63) and setting D1 = CoCCa, we obtain

|RHS1| ≤ ‖Q1‖L∞(Ω) ‖∇ũ
∗
4‖L2(Ω) ‖∇ [ũ3 − ũ4 − (ũ∗3 − ũ∗4)]‖L2(Ω)

≤D1|λ| ‖ψ‖H2(Ω) ‖wh(t)‖H2(Ω) ‖v(t)‖H−1(Ω) ‖∇ [ũ3 − ũ4 − (ũ∗3 − ũ∗4)]‖L2(Ω) . (64)

Estimates (41) and (42) imply ũ4 − ũ∗4 satisfies

‖∇ (ũ4 − ũ∗4)‖L2(Ω) ≤ C∗
o ‖v(t)‖H−1(Ω) ‖wh(t)‖H2(Ω) + Co ‖vh(t)‖H−1(Ω) . (65)

Because w(t) + τwh(t), w(t) + τwh(t) + λψ ∈ Br(w0), then∥∥∥3 (w(t) + τwh(t))
2 + 3λψ (w(t) + τwh(t)) + λ2ψ2

∥∥∥
H2(Ω)

≤ Cb <∞
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for small λ and τ ∈ [0, 1], where Cb is a constant depending on w0 and Ω. Hence

‖Q2‖L∞(Ω) ≤ C ‖Q2‖H2(Ω) ≤ CCb|λ| ‖ψ‖H2(Ω) . (66)

Here C = C(Ω) > 0 is a constant. Thus, using (65), (66) and setting
D2 = C∗

oCCb + CCoCb, we obtain

|RHS2| ≤ ‖Q2‖L∞(Ω) ‖∇ (ũ4 − ũ∗4)‖L2(Ω) ‖∇ [ũ3 − ũ4 − (ũ∗3 − ũ∗4)]‖L2(Ω)

≤D2|λ| ‖ψ‖H2(Ω) ‖v(t)‖H−1(Ω) ‖wh(t)‖H2(Ω) ‖∇ [ũ3 − ũ4 − (ũ∗3 − ũ∗4)]‖L2(Ω)

+D2|λ| ‖ψ‖H2(Ω) ‖vh(t)‖H−1(Ω) ‖∇ [ũ3 − ũ4 − (ũ∗3 − ũ∗4)]‖L2(Ω) . (67)

Estimates (41) and (42) imply ũ∗3 − ũ∗4 satisfies

‖∇ (ũ∗3 − ũ∗4)‖L2(Ω) ≤ C∗
o |λ| ‖ψ‖H2(Ω) ‖v(t)‖H−1(Ω) . (68)

Because w(t) + τwh(t) + λψ, w(t) + λψ ∈ Br(w0), then∥∥∥3 (w(t) + λψ)2 + 3τwh(t) (w(t) + λψ) + τ2w2
h(t)

∥∥∥
H2(Ω)

≤ Ce <∞

for small λ and τ ∈ [0, 1], where Ce is a constant depending on w0 and Ω. Hence

‖Q3‖L∞(Ω) ≤ C ‖Q3‖H2(Ω) ≤ CCe ‖wh(t)‖H2(Ω) . (69)

Here C = C(Ω) > 0 is a constant. Thus, using (68), (69) and setting D3 = C∗
oCCe, we obtain

|RHS3| ≤ ‖Q3‖L∞(Ω) ‖∇ (ũ∗3 − ũ∗4)‖L2(Ω) ‖∇ [ũ3 − ũ4 − (ũ∗3 − ũ∗4)]‖L2(Ω)

≤D3|λ| ‖ψ‖H2(Ω) ‖v(t)‖H−1(Ω) ‖wh(t)‖H2(Ω) ‖∇ [ũ3 − ũ4 − (ũ∗3 − ũ∗4)]‖L2(Ω) . (70)

Combining (58), (64), (67) with (70) gives

‖∇ [ũ3 − ũ4 − (ũ∗3 − ũ∗4)]‖L2(Ω) ≤
[
8(D1 +D2 +D3)

κ3

]
|λ| ‖ψ‖H2(Ω) ‖wh(t)‖H2(Ω) ‖v(t)‖H−1(Ω)

+
8D2

κ3
|λ| ‖ψ‖H2(Ω) ‖vh(t)‖H−1(Ω) . (71)

Because of the Poincaré inequality

‖ũ3 − ũ4 − (ũ∗3 − ũ∗4)‖L2(Ω) ≤ C ‖∇ [ũ3 − ũ4 − (ũ∗3 − ũ∗4)]‖L2(Ω) .

Setting D4 =
8(D1+D2+D3)

κ3
+ 8D2

κ3

√
C2 + 1, we obtain

‖ũ3 − ũ4 − (ũ∗3 − ũ∗4)‖H1(Ω) ≤D4|λ| ‖ψ‖H2(Ω) ‖wh(t)‖H2(Ω) ‖v(t)‖H−1(Ω)

+D4|λ| ‖ψ‖H2(Ω) ‖vh(t)‖H−1(Ω) . (72)

Recall vh(t) = v(t+ h) − v(t) and wh(t) = w(t+ h) − w(t). According to the definitions (43) for the
Fréchet derivative DwSo(v(t), w(t)),

α2(h) = sup
t,t+h∈[0,T ]

τ∈[0,1], ψ∈H2(Ω)

∥∥limλ→0
1
λ [ũ3 − ũ4 − (ũ∗3 − ũ∗4)]

∥∥
H1(Ω)

‖ψ‖H2(Ω)

≤ sup
0≤t<t+h≤T

D4

(
‖v(t)‖H−1(Ω) ‖w(t+ h)− w(t)‖H2(Ω) + ‖v(t+ h)− v(t)‖H−1(Ω)

)
→0, as h→ 0,

because v ∈ C
(
[0, T ];H−1(Ω)

)
, w ∈ C ([0, T ];Br(w0)), ‖v(t)‖H−1(Ω) <∞, v(t) and w(t) are uniformly

continuous with respect to t ∈ [0, T ] respectively.
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5 Wellposedness of the Nonlinear Coupled System
Abstract Formulation of the Nonlinear Coupled System
Recall that βF , βp, θ1 and θ2 are given positive constants, Ω ⊂ Rn is an open and bounded subspace
with smooth boundary ∂Ω, n = 1, 2.

Let v0 ∈ H2
o (Ω) and w0 ∈ H4

θ2
(Ω) be given functions such that the elliptic equation for ũ0,

∇·
(
w3
0∇ũ0

)
= v0, has a unique solution ũ0 ∈ H1

0 (Ω). Based on the definition (26) of solution operator
So, ũ0 = So(v0, w0).

Restrict r ∈
(
0, κ

2C

)
. Here, C = C(Ω) > 0 is a constant, κ = inf

x∈Ω
w0(x) > 0. Set u0 = ũ0 + θ1 ∈

H1(Ω), v0 = ṽ0 ∈ H2
o (Ω) and w̃0 = w0 − θ2 ∈ H4

o (Ω). Take T ∈ (0,∞) to be specified below. We
introduce a state a = (a1, a2), a state space X defined by

X = L2(Ω)×H2
o (Ω) (73)

endowed with the norm ‖ · ‖X = ‖·‖L2(Ω)×H2(Ω) and the scalar product

〈a,b〉X =

∫
Ω
a1 · b1 +∇a2 · ∇b2 +∆a2 ·∆b2dx, a = (a1, a2) ∈ X, b = (b1, b2) ∈ X.

We then define a operator A by

D(A) :=
{
ϕ ∈ H2

o (Ω) : ∃ f ∈ L2(Ω), ∀ ψ ∈ H2
o (Ω), such that∫

Ω
∇ϕ · ∇ψ +∆ϕ ·∆ψdx =

∫
Ω
f · ψdx

}
, (74)

Aϕ := −f, where f is given by D(A), ‖ϕ‖D(A) := ‖ϕ‖L2(Ω) + ‖Aϕ‖L2(Ω) . (75)

It is easy to see that ∆ϕ|∂Ω = 0 for all ϕ ∈ D(A), and from elliptic regularity theory, it follows that

D(A) =
{
χ ∈ H4(Ω) : χ|∂Ω = ∆χ|∂Ω = 0

}
= H4

o (Ω), ‖χ‖D(A) ' ‖χ‖H4(Ω). (76)

We also define the linear operator A with its domain D(A) and the graph norm of A by

A =

(
0 A
1 0

)
, D(A) = H2

o (Ω)×H4
o (Ω), (77a)

‖d‖D(A) := ‖d‖X + ‖Ad‖X ' ‖d1‖H2(Ω) + ‖d2‖H4(Ω), d = (d1, d2) ∈ D(A), (77b)

and have the following generation result for A. The proof can be found in Appendix B.

Lemma 5.1. The linear operator A generates a strongly continuous semigroup (C0-semigroup)
{T (t) ∈ B (X) : t ∈ [0,∞)}.

We are going to study the unique existence of the strict solution for the initial-boundary problems
of nonlinear coupled system (1).

We set w̃(x, t) = w(x, t) − θ2 and w̃(t) : x ∈ Ω −→ w̃(x, t) ∈ R, the pinned boundary conditions
w̃(x, t) = 0, ∆w̃(x, t) = 0, x ∈ ∂Ω, t ∈ [0, T ] and the differential operator ∆−∆2 of the equation (1b)
are incorporated in the operator A in the generalized definition forms (74) and (75), and A defines
the pinned realization of the differential operator ∆−∆2.
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Using the definition of A, we rewrite the coupled system (1) as the equation (78) with the abstract
inhomogeneous term ũ = So (ṽ, w̃ + θ2), ṽ = w̃′:

w̃
′′
(t) = Aw̃(t) + [G(w̃)](t) + βpũ(t), t ∈ [0, T ], w̃(0) = w̃0, w̃′(0) = ṽ0. (78)

Note that the constant boundary datum θ2 lifts to a constant function in Ω. Further, w̃′ and w̃
′′

respectively denote the first and second derivative of the unknown function w̃ with respect to t ∈ [0, T ],
ũ(t) = So (ṽ(t), w̃(t) + θ2), ṽ(t) = w̃′(t),

[G(w̃)](t) = − βF
(w̃(t) + θ2)2

+ βp(θ1 − 1), Φ0 = (ṽ0, w̃0) ∈ D(A). (79)

Theorem 5.1. Let κ = inf
x∈Ω

{w̃0(x) + θ2} and C = C(Ω) > 0 be constants, ṽ0 ∈ H2
o (Ω), w̃0 ∈ H4

o (Ω).
Then there exists T0 > 0, such that for all T ∈ (0, T0), the semilinear evolution equation for unknown
function (ṽ, w̃) with ũ = So (ṽ, w̃ + θ2),(

ṽ′(t)
w̃′(t)

)
= A

(
ṽ(t)
w̃(t)

)
+

(
[G(w̃)](t) + βpũ(t),

0

)
, t ∈ [0, T ],

(
ṽ(0)
w̃(0)

)
=

(
ṽ0
w̃0

)
, (80)

admits a unique mild solution (ṽ, w̃) ∈ C
(
[0, T ];L2(Ω)×H2

o (Ω)
)
, i.e. (ṽ, w̃) satisfies(

ṽ(t)
w̃(t)

)
= T (t)

(
ṽ0
w̃0

)
+

∫ t

0

{
T (t− s)

(
[G(w̃)](s) + βpũ(s)

0

)}
ds. (81)

Proof. We let T ∈ (0,∞), which will be speci
ed below, and define a complete metric space Z(T ) for the metric induced by the norm supt∈[0,T ] ‖(ṽ(t), w̃(t))‖L2(Ω)×H2(Ω)

as follows:

Z(T ) :=

{
(ṽ, w̃) ∈ C

(
[0, T ];L2(Ω)×H2

o (Ω)
)
: (ṽ(0), w̃(0)) = (ṽ0, w̃0) ,

sup
t∈[0,T ]

‖(ṽ(t)− ṽ0, w̃(t)− w̃0)‖L2(Ω)×H2(Ω) ≤ r

}
, ∀ r ∈

(
0,

κ

2C

)
. (82)

Recall that A generates a strongly continuous semigroup (C0-semigroup){
T (t) ∈ B

(
L2(Ω)×H2

o (Ω)
)
: t ∈ [0,∞)

}
,

and [G (w̃)](t) = −βF [w̃(t) + θ2]
−2 + βp (θ1 − 1), we introduce a operator Φ on Z(T ) by

[Φ(ṽ, w̃)] (t) := T (t)

(
ṽ0
w̃0

)
+

∫ t

0

{
T (t− s)

(
[G(w̃)](s) + βpũ(s)

0

)}
ds, ∀ t ∈ [0, T ].

We notice that
[Φ(ṽ, w̃)] (0) = T (0)

(
ṽ0
w̃0

)
=

(
ṽ0
w̃0

)
∈ D(A).

According to Lemma 1.3 of Chapter II in [2],

T (t)

(
ṽ0
w̃0

)
∈ D(A), ∀ t ∈ [0, T ].

Since (ṽ, w̃) ∈ Z(T ), ũ ∈ C
(
[0, T ];H1

0 (Ω)
)

such that G(w̃) + βpũ ∈ C([0, T ];L2(Ω)), hence(
[G(w̃)](t) + βpũ(t)

0

)
,

∫ t

0

{
T (t− s)

(
[G(w̃)](s) + βpũ(s)

0

)}
ds ∈ L2(Ω)×H2

o (Ω).
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Therefore, Φ is a nonlinear operator which maps Z(T ) into C
(
[0, T ];L2(Ω)×H2

o (Ω)
)
:

Φ : Z(T ) → C
(
[0, T ];L2(Ω)×H2

o (Ω)
)
.

We next show that there exists a unique mild solution (ṽ, w̃) ∈ Z(T ) of the semilinear evolution
equation (80) which is a fixed point of Φ on Z(T ).

We denote by M0 = supt∈[0,∞) ‖T (t)‖B(L2(Ω)×H2
o (Ω)) an operator norm of {T (t)}0≤t<∞ on the space

L2(Ω) × H2
o (Ω). If (ṽ1, w̃1), (ṽ2, w̃2) ∈ Z(T ), then ṽ1(t) ∈ L2(Ω), w̃1(t) ∈ H2

o (Ω), thus [G(w̃1)](t) ∈
H2(Ω), [G(w̃1)](t)− [G(w̃2)](t) ∈ H2(Ω), ∀ t ∈ [0, T ].

We set ũ1(t) = So (ṽ1(t), w̃1(t) + θ2) and ũ2(t) = So (ṽ2(t), w̃2(t) + θ2). The estimates (13), (14) of
Corollary 3.1 and estimates (37), (41) imply

sup
t∈[0,T ]

‖[G(w̃1)](t)− [G(w̃2)](t)‖L2(Ω) ≤ LG sup
t∈[0,T ]

‖w̃1(t)− w̃2(t)‖H2(Ω) , (83)

sup
t∈[0,T ]

‖ũ1(t)− ũ2(t)‖L2(Ω) ≤ Co sup
t∈[0,T ]

‖ṽ1(t)− ṽ2(t)‖L2(Ω)

+ C∗
o sup
t∈[0,T ]

‖ṽ2(t)‖L2(Ω) sup
t∈[0,T ]

‖w̃1(t)− w̃2(t)‖H2(Ω) . (84)

sup
t∈[0,T ]

‖[G(w̃1)](t)−G(w̃0)‖L2(Ω) ≤ sup
t∈[0,T ]

‖[G(w̃1)](t)−G(w̃0)‖H2(Ω) ≤ LGr, (85)

sup
t∈[0,T ]

‖ũ(t)‖L2(Ω) ≤ sup
t∈[0,T ]

‖ũ(t)‖H1(Ω) ≤ Co

[
‖ṽ0‖L2(Ω) +

κ

2C

]
. (86)

Setting
L∗
G = LG + βpCo + βpC

∗
o

(
‖ṽ0‖L2(Ω) +

κ

2C

)
, (87)

estimates (83), (84), (85), (86) and the bounded property of the strongly continuous semigroup {T (t) ∈
B
(
L2(Ω)×H2

o (Ω)
)
: t ≥ 0} imply

sup
t∈[0,T ]

‖[Φ(ṽ1, w̃1)](t)− [Φ(ṽ2, w̃2)](t)‖L2(Ω)×H2(Ω)

= sup
t∈[0,T ]

∥∥∥∥∫ t

0
T (t− s)

(
[G(w̃1)](s)− [G(w̃2)](s) + βp [ũ1(s)− ũ2(s)]

0

)
ds

∥∥∥∥
L2(Ω)×H2(Ω)

≤TM0 sup
t∈[0,T ]

‖[G(w̃1)](t)− [G(w̃2)](t)‖L2(Ω) + TM0βp sup
t∈[0,T ]

‖ũ1(t)− ũ2(t)‖L2(Ω)

≤TM0L
∗
G sup
t∈[0,T ]

∥∥∥∥( ṽ1(t)− ṽ2(t)
w̃1(t)− w̃2(t)

)∥∥∥∥
L2(Ω)×H2(Ω)

, (88)
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sup
t∈[0,T ]

∥∥∥∥[Φ(ṽ1, w̃1)] (t)−
(
ṽ0
w̃0

)∥∥∥∥
L2(Ω)×H2(Ω)

= sup
t∈[0,T ]

∥∥∥∥T (t)( ṽ0w̃0

)
−
(
ṽ0
w̃0

)
+

∫ t

0

{
T (t− s)

(
[G(w̃1)](s) + βpũ(s)

0

)}
ds

∥∥∥∥
L2(Ω)×H2(Ω)

≤ sup
t∈[0,T ]

∥∥∥∥T (t)( ṽ0w̃0

)
−
(
ṽ0
w̃0

)∥∥∥∥
L2(Ω)×H2(Ω)

+ TM0 sup
t∈[0,T ]

‖ũ(t)‖L2(Ω)

+TM0 sup
t∈[0,T ]

‖[G(w̃1)](t)−G(w̃0)‖L2(Ω) + TM0 ‖G(w̃0)‖L2(Ω)

≤ sup
t∈[0,T ]

∥∥∥∥T (t)( ṽ0w̃0

)
−
(
ṽ0
w̃0

)∥∥∥∥
L2(Ω)×H2(Ω)

+ TM0

[
Co

(
‖ṽ0‖L2(Ω) +

κ

2C

)
+ LGr

]
+TM0 ‖G(w̃0)‖H2(Ω) . (89)

Because {T (t) ∈ B
(
L2(Ω)×H2

o (Ω)
)
: t ≥ 0} is a strongly continuous semigroup, according to

the definition of strong continuity, for (ṽ0, w̃0) ∈ D(A) and given constant r ∈
(
0, κ

2C

)
, there exists

δo = δo(r) > 0, such that if 0 < t ≤ δo, then

0 <

∥∥∥∥T (t)( ṽ0w̃0

)
−
(
ṽ0
w̃0

)∥∥∥∥
L2(Ω)×H2(Ω)

≤ r

2
, (90)

Since r ∈
(
0, κ

2C

)
and C = C(Ω) is a constant, δo depends on κ and Ω, i.e. δo = δo(κ,Ω).

For fixed small r ∈
(
0, κ

2C

)
, then there exists a number T0 > 0,

T0 = min

{
δo,

1

2M0L∗
G

,
κ

2M0

[
(LG + Co)κ+ 2C

(
‖G(w̃0)‖H2(Ω) + Co ‖ṽ0‖L2(Ω)

)]−1
}
, (91)

such that for every T ∈ (0, T0), it follows that

sup
t∈[0,T ]

∥∥∥∥[Φ(ṽ1, w̃1)] (t)−
(
ṽ0
w̃0

)∥∥∥∥
L2(Ω)×H2(Ω)

≤ r,

sup
t∈[0,T ]

‖[Φ(ṽ1, w̃1)](t)− [Φ(ṽ2, w̃2)](t)‖L2(Ω)×H2(Ω) ≤
1

2
sup
t∈[0,T ]

∥∥∥∥( ṽ1(t)− ṽ2(t)
w̃1(t)− w̃2(t)

)∥∥∥∥
L2(Ω)×H2(Ω)

.

Hereby Φ(ṽ1, w̃1) ∈ Z(T ) for (ṽ1, w̃1) ∈ Z(T ), Φ(ṽ, w̃) is Lipschitz continuous on the bounded set
Z(T ) with Lipschitz constant smaller than or equal to 1

2 , and Φ(ṽ, w̃) is a contractive mapping of
Z(T ) into itself.

According to the Banach fixed point theorem, for each T ∈ (0, T0), there exists a unique fixed
point (ṽT , w̃T ) ∈ Z(T ), such that (ṽT , w̃T ) = Φ(ṽT , w̃T ).

Hence, (ṽT , w̃T ) ∈ Z(T ) is the unique mild solution of the semilinear evolution equation (80) on
[0, T ], and (ṽT , w̃T ) satisfies the integral formulation (81). Due to the uniqueness of the fixed point,
we set (ṽ, w̃) = (ṽT , w̃T ) and note that (ṽT , w̃T ) is the restriction (ṽ|[0,T ], w̃|[0,T ]) ∈ Z(T ) of (ṽ, w̃). As
a result, the assertion is proved.

Corollary 5.1. Under the assumptions of Theorem 5.1, the mild solution of the semilinear evolution
equation (80), (ṽ, w̃) : [0, T ] → L2(Ω) ×H2

o (Ω), defined by the integral form (81), is locally Lipschitz
continuous with respect to t ∈ [0, T ], i.e. ∀ h ∈ (0, T ],

sup
0≤t<t+h≤T

∥∥∥∥( ṽ(t+ h)− ṽ(t)
w̃(t+ h)− w̃(t)

)∥∥∥∥
L2(Ω)×H2(Ω)

≤ LV h. (92)
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Here LV is a Lipschitz constant depending on βF , βp, T0, κ, Ω, ‖w̃0‖H2(Ω), ‖(ṽ0, w̃0)‖D(A), M0 =
supt∈[0,∞) ‖T (t)‖B(L2(Ω)×H2

o (Ω)).

Proof. Take 0 ≤ t < t+ h ≤ T . Equation (81) leads to(
ṽ(t+ h)− ṽ(t)
w̃(t+ h)− w̃(t)

)
=T (t)

[
T (h)

(
ṽ0
w̃0

)
−
(
ṽ0
w̃0

)]
+

∫ h

0
T (t+ h− s)

(
[G(w̃)](s) + βpũ(s)

0

)
ds

+

∫ t

0
T (t− s)

(
[G(w̃)](s+ h)− [G(w̃)](s) + βp[ũ(s+ h)− ũ(s)]

0

)
ds

=

∫ h

0
T (t+ s)A

(
ṽ0
w̃0

)
ds+

∫ h

0
T (t+ h− s)

(
[G(w̃)](s) + βpũ(s)

0

)
ds

+

∫ t

0
T (t− s)

(
[G(w̃)](s+ h)− [G(w̃)](s) + βp[ũ(s+ h)− ũ(s)]

0

)
ds. (93)

Notice that

M0 = sup
t∈[0,∞)

‖T (t)‖B(L2(Ω)×H2
o (Ω)) ,

∥∥∥∥A( ṽ0w̃0

)∥∥∥∥
L2(Ω)×H2(Ω)

≤ ‖(ṽ0, w̃0)‖D(A) . (94)

Because the semilinear evolution equation (80) has a unique mild solution (ṽ, w̃) ∈ Z(T ), by using the
estimate (14) in Corollary 3.2, we have

sup
t∈[0,T ]

∥∥∥∥([G(w̃)](t) + βpũ(t)
0

)∥∥∥∥
L2(Ω)×H2(Ω)

≤ sup
t∈[0,T ]

‖[G(w̃)](t) + βpũ(t)‖H2(Ω)

≤ sup
t∈[0,T ]

‖[G(w̃)](t)−G(w̃0)‖H2(Ω)

+ ‖G(w̃0)‖H2(Ω) + βp sup
t∈[0,T ]

‖ũ(t)‖H2(Ω)

≤ LGr + ‖G(w̃0)‖H2(Ω) + βpCo sup
t∈[0,T ]

‖ṽ(t)‖L2(Ω)

≤ Cθ. (95)

Here Cθ = κLG
2C + ‖G(w̃0)‖H2(Ω) + βpCo

[
‖ṽ0‖L2(Ω) +

κ
2C

]
and LG is given by Corollary 3.2.

As ũ = So (ṽ, w̃ + θ2) ∈ C
(
[0, T ];H1

0 (Ω)
)

and (42), then, ∀ 0 ≤ s < s+ h ≤ t ≤ T ,

sup
t∈[0,T ]

∫ t

0
‖ũ(s+ h)− ũ(s)‖L2(Ω) ds ≤ sup

t∈[0,T ]

∫ t

0
‖ũ(s+ h)− ũ(s)‖H1(Ω) ds

≤Cα sup
t∈[0,T ]

∫ t

0

∥∥∥∥( ṽ(s+ h)− ṽ(s)
w̃(s+ h)− w̃(s)

)∥∥∥∥
L2(Ω)×H2(Ω)

ds. (96)

Here, Cα = C∗
o

(
‖ṽ0‖L2(Ω) +

κ
2C

)
+ Co.

As w̃(s+h), w̃(s) ∈ H2
o (Ω), ∀ 0 ≤ s < s+h ≤ t ≤ T , [G(w̃)](s+h)− [G(w̃)](s) ∈ H2(Ω), according
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to inequality (12) of Corollary 3.2, setting Cβ = βpCα +M0LG, we obtain∥∥∥∥∫ t

0
T (t− s)

(
[G(w̃)](s+ h)− [G(w̃)](s) + βp[ũ(s+ h)− ũ(s)]

0

)
ds

∥∥∥∥
L2(Ω)×H2(Ω)

=M0

∫ t

0
‖[G(w̃)](s+ h)− [G(w̃)](s) + βp[ũ(s+ h)− ũ(s)]‖L2(Ω) ds

≤M0

∫ t

0
βp ‖ũ(s+ h)− ũ(s)‖L2(Ω) + ‖[G(w̃)](s+ h)− [G(w̃)](s)‖H2(Ω) ds

≤Cβ
∫ t

0

∥∥∥∥( ṽ(s+ h)− ṽ(s)
w̃(s+ h)− w̃(s)

)∥∥∥∥
L2(Ω)×H2(Ω)

ds. (97)

Combining (93), (94), (95) and (97) gives∥∥∥∥( ṽ(t+ h)− ṽ(t)
w̃(t+ h)− w̃(t)

)∥∥∥∥
L2(Ω)×H2(Ω)

≤ hM0 ‖(ṽ0, w̃0)‖D(A) + hM0Cθ

+ Cβ

∫ t

0

∥∥∥∥( ṽ(s+ h)− ṽ(s)
w̃(s+ h)− w̃(s)

)∥∥∥∥
L2(Ω)×H2(Ω)

ds. (98)

Gronwall’s inequality then implies that∥∥∥∥( ṽ(t+ h)− ṽ(t)
w̃(t+ h)− w̃(t)

)∥∥∥∥
L2(Ω)×H2(Ω)

≤M0

(
‖(ṽ0, w̃0)‖D(A) + Cθ

) (
eM0LGT0

)
h.

Thus, (92) holds for all h ∈ (0, T ] by setting LV =M0

[
‖(ṽ0, w̃0)‖D(A) + Cθ

] [
eM0LGT0

]
.

Theorem 5.2. Let ṽ0 ∈ H2
o (Ω) and w̃0 ∈ H4

o (Ω). Then the mild solution (ṽ, w̃) of the semilinear
evolution equation (80), defined by the integral form (81), is the strict solution of equation (80) and

(ṽ, w̃) ∈ C1
(
[0, T0);L

2(Ω)×H2
o (Ω)

)
∩ C

(
[0, T0);H

2
o (Ω)×H4

o (Ω)
)
.

Proof. Let T ∈ (0, T0) and (ṽ, w̃) be the mild solution of the semilinear evolution equation (80) defined
by (81). Set ũ(t) = So (ṽ(t), w̃(t) + θ2). We first prove the linear non-autonomous problem(

p̃(t)
q̃(t)

)
= T (t)

((
G0

0

)
+A

(
ṽ0
w̃0

))
+

∫ t

0
T (t− s)

(
[H1(q̃)](s) +H2(p̃, q̃)](s)

0

)
ds, (99)

can be solved for all t ∈ [0, T ]. Here G0 = G(w̃0) + βpũ0, G(w̃0) = [G(w̃)](0),

ũ0 = ũ(0) = So (ṽ(0), w̃(0) + θ2) = So(v0, w0),

[H1(q̃)](s) =
2βF q̃(s)

[w̃(s) + θ2]
3 = [G′(w̃(s))]q(s) = [G′(w̃)q](s), s ∈ [0, t], (100)

[H2(p̃, q̃)](s) = [DvSo (v(s), w(s))]p̃(s) + [DwSo (v(s), w(s))]q̃(s), s ∈ [0, t]. (101)

We define a nonlinear operator Ψ by

Ψ : C
(
[0, T ];L2(Ω)×H2

o (Ω)
)
−→ C

(
[0, T ];L2(Ω)×H2

o (Ω)
)
,

[Ψ (p̃, q̃)] (t) = T (t)

((
G0

0

)
+A

(
ṽ0
w̃0

))
+

∫ t

0
T (t− s)

(
[H1(q̃)](s) + [H2(p̃, q̃)](s)

0

)
ds.
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For any (p̃1, q̃1) , (p̃2, q̃2) ∈ C
(
[0, T ];L2(Ω)×H2

o (Ω)
)
, w̃ ∈ C

(
[0, T ];H2

o (Ω)
)
, then

H1(q̃1)−H1(q̃2) =
2βF

[w̃ + θ2]
3 [q̃1 − q̃2] = G′(w̃)(q1 − q2) ∈ C

(
[0, T ];H2

o (Ω)
)
.

H2(p̃1, q̃1)−H2(p̃2, q̃2) =βp ([DvSo (ṽ, w̃ + θ2)]p̃1 − [DvSo (ṽ, w̃ + θ2)]p̃2)

+βp ([DwSo (ṽ, w̃ + θ2)]q̃1 − [DwSo (ṽ, w̃ + θ2)]q̃2)

∈C
(
[0, T ];H1

0 (Ω)
)
.

Hence, the estimate (16) of Fréchet derivative G′ (w̃) q from Corollary 3.2 implies

sup
t∈[0,T ]

‖[H1(q̃1)](t)− [H1(q̃2)](t)‖L2(Ω) = sup
t∈[0,T ]

∥∥[G′(w̃)(q̃1 − q̃2)](t)
∥∥
H2(Ω)

≤LG sup
t∈[0,T ]

∥∥∥∥(p̃1(t)− p̃2(t)
q̃1(t)− q̃2(t)

)∥∥∥∥
L2(Ω)×H2(Ω)

. (102)

Estimates (45), (46) from Lemma 4.3 give

sup
t∈[0,T ]

‖[H2(p̃1, q̃1)](t)− [H2(p̃2, q̃2)](t)‖L2(Ω)

≤βp

(
Co sup

t∈[0,T ]
‖p̃1(t)− p̃2(t)‖L2(Ω) + C∗

o sup
t∈[0,T ]

‖ṽ(t)‖L2(Ω) sup
t∈[0,T ]

‖q̃1(t)− q̃2(t)‖H2(Ω)

)

≤βp
[
Co + C∗

o

(
‖ṽ0‖L2(Ω) +

κ

2C

)]
sup
t∈[0,T ]

∥∥∥∥(p̃1(t)− p̃2(t)
q̃1(t)− q̃2(t)

)∥∥∥∥
L2(Ω)×H2(Ω)

. (103)

Recall M0 = supt∈[0,∞) ‖T (t)‖B(L2(Ω)×H2
o (Ω)). The definition (91) of T0, the definition (87) of L∗

G, (102)
and (103) imply Ψ is a contractive mapping on C

(
[0, T ];L2(Ω)×H2

o (Ω)
)

by

‖[Ψ (p̃1, q̃1)] (t)− [Ψ (p̃2, q̃2)] (t)‖L2(Ω)×H2(Ω)

=

∥∥∥∥∫ t

0
T (t− s)

(
[H1(q̃1)](s)− [H1(q̃2)](s) +H2(p̃1, q̃1)](s)−H2(p̃2, q̃2)](s)

0

)
ds

∥∥∥∥
L2(Ω)×H2(Ω)

≤TM0 sup
t∈[0,T ]

{
‖[H1(q̃1)](t)− [H1(q̃2)](t)‖L2(Ω) + ‖[H2(p̃1, q̃1)](t)− [H2(p̃2, q̃2)](t)‖L2(Ω)

}
≤TM0L

∗
G sup
t∈[0,T ]

∥∥∥∥(p̃1(t)− p̃2(t)
q̃1(t)− q̃2(t)

)∥∥∥∥
L2(Ω)×H2(Ω)

≤ 1

2
sup
t∈[0,T ]

∥∥∥∥(p̃1(t)− p̃2(t)
q̃1(t)− q̃2(t)

)∥∥∥∥
L2(Ω)×H2(Ω)

.

According to the Banach fixed point theorem, there exists a unique fixed point (p̃, q̃) in C
(
[0, T ];L2(Ω)×H2

o (Ω)
)
,

such that (p̃, q̃) = Ψ(p̃, q̃). Hereby, the R-linear non-autonomous problem (99) can be solved for
t ∈ [0, T ].

We next prove that (p̃, q̃) is the time derivative of the mild solution (ṽ, w̃). Recall ũ(t) =
So (ṽ(t), w̃(t) + θ2), ∀ t ∈ [0, T ], G0 = G(w̃0) + βpũ0 = [G(w̃)](0) + βpũ(0), and let 0 ≤ t < t+ h ≤ T
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for some h ∈ (0, T ], equations (81) and (99) imply that

E(h, t) :=
1

h

(
ṽ(t+ h)− ṽ(t)
w̃(t+ h)− w̃(t)

)
−
(
p̃(t)
q̃(t)

)
= T (t)

1

h
(T (h)− I)

(
ṽ0
w̃0

)
− T (t)A

(
ṽ0
w̃0

)
+

1

h

∫ h

0

{
T (t+ h− s)

(
[G(w̃)](s) + βpũ(s)

0

)}
ds− T (t)

(
G0

0

)
+

∫ t

0
T (t− s)

(
1
h {[G(w̃)](s+ h)− [G(w̃)](s)} − [H1(q̃)](s)

0

)
ds

+

∫ t

0
T (t− s)

(
βp
[
1
h {ũ(s+ h)− ũ(s)} − [H2(p̃, q̃)](s)

]
0

)
ds.

Let
E(1)(h, t) := T (t)

1

h
(T (h)− I)

(
ṽ0
w̃0

)
− T (t)A

(
ṽ0
w̃0

)
,

E(2)(h, t) :=
1

h

∫ h

0

{
T (t+ h− s)

(
[G(w̃)](s) + βpũ(s)

0

)}
ds− T (t)

(
G0

0

)
,

E(3)(h, t) :=

∫ t

0
T (t− s)

(
1
h {[G(w̃)](s+ h)− [G(w̃)](s)} − [H1(q̃)](s)

0

)
ds

+

∫ t

0
T (t− s)

(
βp
[
1
h {ũ(s+ h)− ũ(s)} − [H2(p̃, q̃)](s)

]
0

)
ds.

We initially notice that

lim
h→0

∥∥∥E(1)(h, t)
∥∥∥
L2(Ω)×H2(Ω)

≤ lim
h→0

M0

∥∥∥∥1h (T (h)− I)

(
ṽ0
w̃0

)
−A

(
ṽ0
w̃0

)∥∥∥∥
L2(Ω)×H2(Ω)

:= lim
h→0

Λ1(h) = 0.

lim
h→0

1

h

∫ h

0

{
T (h− s)

(
G0

0

)}
ds =

(
G0

0

)
.

Because G(w̃) ∈ C([0, T ];H2(Ω)), ũ ∈ C
(
[0, T ];H1

0 (Ω)
)
, then

lim
h→0

{
sup

0≤s≤h
‖[G(w̃)](s)− [G(w̃)](0)‖H2(Ω) + βp sup

0≤s≤h
‖ũ(s)− ũ(0)‖H1(Ω)

}
= 0,
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hence

lim
h→0

∥∥∥E(2)(h, t)
∥∥∥
L2(Ω)×H2(Ω)

= lim
h→0

∥∥∥∥1h
∫ h

0

{
T (t+ h− s)

(
[G(w̃)](s) + βpũ(s)

0

)}
ds− T (t)

(
G0

0

)∥∥∥∥
L2(Ω)×H2(Ω)

= lim
h→0

∥∥∥∥T (t) 1h
∫ h

0

{
T (h− s)

(
[G(w̃)](s)−G(w̃0) + βp(ũ(s)− ũ0)

0

)}
ds

∥∥∥∥
L2(Ω)×H2(Ω)

≤ lim
h→0

M0

∥∥∥∥1h
∫ h

0

{
T (h− s)

(
[G(w̃)](s)−G(w̃0) + βp(ũ(s)− ũ0)

0

)}
ds

∥∥∥∥
L2(Ω)×H2(Ω)

≤ lim
h→0

M2
0 sup
0≤s≤h

‖[G(w̃)](s)−G(w̃0) + βp(ũ(s)− ũ0)‖L2(Ω)

≤ lim
h→0

M2
0

{
sup

0≤s≤h
‖[G(w̃)](s)− [G(w̃)](0)‖H2(Ω) + βp sup

0≤s≤h
‖ũ(s)− ũ(0)‖H1(Ω)

}
:= lim

h→0
Λ2(h) = 0.

Define
GD(h, t) := [G(w̃)] (t+ h)− [G(w̃)] (t)−

[
G′(w̃)

]
(t) · [w̃(t+ h)− w̃(t)] ,

E
(3)
1 (h, t) :=

∫ t

0
T (t− s)

(
1
hGD(s)

0

)
ds,

E
(3)
2 (h, t) :=

∫ t

0
T (t− s)

(
[G′(w̃)](s)

{
1
h{w̃(s+ h)− w̃(s)} − q̃(s)

}
0

)
ds,

E
(3)
3 (h, t) :=

∫ t

0
T (t− s)

(
βp
{
1
h [ũ(s+ h)− ũ(s)]− [H2(p̃, q̃)](s)

}
0

)
ds.

We then write
E(3)(h, t) = E

(3)
1 (h, t) + E

(3)
2 (h, t) + E

(3)
3 (h, t).

Denote ṽh(t) = ṽ(t+ h)− ṽ(t), w̃h(t) = w̃(t+ h)− w̃(t). Inequalities (45), (46) from Lemma 4.3 and
(47) imply

1

h

{
‖[DvSo(ṽ(t), w̃(t) + θ2)] (ṽh(t)− p̃(t))‖H1(Ω)

+ ‖[DwSo(ṽ(t), w̃(t) + θ2)] (w̃h(t)− q̃(t))‖H1(Ω)

}
≤ LD ‖E(h, t)‖L2(Ω)×H2(Ω) . (104)

Here LD = Co + C∗
o

(
‖ṽ0‖L2(Ω) +

κ
2C

)
. Estimates (48) and (49) from Lemma 4.4 and estimate (92)

from Corollary 5.1 give

1

h

{
‖[DvSo (ṽ(t) + τ ṽh(t), w̃(t) + τw̃h(t) + θ2)−DvSo(ṽ(t), w̃(t) + θ2)] ṽh(t)‖H1(Ω)

+ ‖[DwSo (ṽ(t) + τ ṽh(t), w̃(t) + τw̃h(t) + θ2)−DwSo(ṽ(t), w̃(t) + θ2)] w̃h(t)‖H1(Ω)

}
≤ [α1(h) + α2(h)]LV . (105)

22



Thus (104) and (105) imply∥∥∥∥ ũ(t+ h)− ũ(t)

h
− [H2(p̃, q̃)](t)

∥∥∥∥
H1(Ω)

=

∥∥∥∥1h
∫ 1

0
[DvSo (ṽ(t) + τ ṽh(t), w̃(t) + τwh(t) + θ2)] ṽh(t)

+ [DwSo (ṽ(t) + τ ṽh(t), w̃(t) + τw̃h(t) + θ2)] w̃h(t)dτ − [H2(p̃, q̃)](t)

∥∥∥∥
L2(Ω)

≤1

h

{
‖[DvSo (ṽ(t) + τ ṽh(t), w̃(t) + τw̃h(t) + θ2)−DvSo(ṽ(t), w̃(t) + θ2)] ṽh(t)‖H1(Ω)

+ ‖[DwSo (ṽ(t) + τ ṽh(t), w̃(t) + τw̃h(t) + θ2)−DwSo(ṽ(t), w̃(t) + θ2)] w̃h(t)‖H1(Ω)

+ ‖[DvSo(ṽ(t), w̃(t) + θ2)] (ṽh(t)− p̃(t))‖H1(Ω)

+ ‖[DwSo(ṽ(t), w̃(t) + θ2)] (w̃h(t)− q̃(t))‖H1(Ω)

}
≤ [α1(h) + α2(h)]LV + LD ‖E(h, t)‖L2(Ω)×H2(Ω) . (106)

Consequently, (106) and the bounded property of the strongly continuous semigroup {T (t) ∈ B
(
L2(Ω)×H2

o (Ω)
)
:

t ≥ 0} imply∥∥∥E(3)
3 (h, t)

∥∥∥
L2(Ω)×H2(Ω)

≤M0βp

∫ t

0

∥∥∥∥ ũ(s+ h)− ũ(s)

h
− [H2(p̃, q̃)](s)

∥∥∥∥
H1(Ω)

ds

≤M0βp

(
T0 [α1(h) + α2(h)]LV + LD

∫ t

0
‖E(h, s)‖L2(Ω)×H2(Ω) ds

)
:=Λ3(h) +M0βpLD

∫ t

0
‖E(h, s)‖L2(Ω)×H2(Ω) ds

→0 +M0βpLD

∫ t

0
‖E(h, s)‖L2(Ω)×H2(Ω) ds, as h→ 0.

Using the estimate (16) of Fréchet derivative G′ (w̃) from Corollary 3.2 again gives∥∥∥E(3)
2 (h, t)

∥∥∥
L2(Ω)×H2(Ω)

≤M0LG

∫ t

0
‖E(h, s)‖L2(Ω)×H2(Ω) ds.

Since GD(h, t) ∈ H2(Ω), the estimate (92) of Corollary 5.1 implies the function w̃ is Lipschitz contin-
uous with respect to t ∈ [0, T ]. Employing this fact and the limit (17) of Corollary 3.2 gives
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∥∥∥E(3)
1 (h, t)

∥∥∥
L2(Ω)×H2(Ω)

≤T0M0 sup
0≤t<t+h≤T

1

h
‖GD(h, t)‖L2(Ω)

≤T0M0 sup
0≤t<t+h≤T

1

h
‖GD(h, t)‖H2(Ω)

=T0M0
h sup

t∈[0,T ]
t+h∈[0,T ]

∥∥∥∫ 1
0 [G′(w̃(t) + τ [w̃(t+ h)− w̃(t)])−G′(w̃(t))] [w̃(t+ h)− w̃(t)] dτ

∥∥∥
H2(Ω)

≤T0M0LV h
h sup

0≤t<t+h≤T

∥∥∥∫ 1
0 G

′(w̃(t) + τ [w̃(t+ h)− w̃(t)])−G′(w̃(t))dτ
∥∥∥
B(H2

o (Ω))

=T0M0LV sup
0≤t≤t+τh≤T

0≤τ≤1

∥∥G′(w̃(t) + τ [w̃(t+ h)− w̃(t)])−G′(w̃(t))
∥∥
B(H2

o (Ω))

:=Λ4(h) → 0, as h→ 0.

Summing up, by setting πv =M0βpLD +M0LG, we have shown

‖E(h, t)‖L2(Ω)×H2(Ω) ≤ Λ1(h) + Λ2(h) + Λ3(h) + Λ4(h) + πv

∫ t

0
‖E(h, s)‖L2(Ω)×H2(Ω) ds.

Gronwall’s inequality thus implies the inequality

‖E(h, t)‖L2(Ω)×H2(Ω) ≤ (Λ1(h) + Λ2(h) + Λ3(h) + Λ4(h)) e
tπv

holds for t ∈ [0, T ]. Letting h → 0+, we then deduce that the (ṽ, w̃) is differentiable from the right
and the right derivative of (ṽ, w̃) coincides with (p̃, q̃). Because (p̃, q̃) is continuous on [0, T ], by using
Lemma 3.3, we conclude (ṽ, w̃) ∈ C1

(
[0, T ];L2(Ω)×H2

o (Ω)
)
.

Lemma 4.3, estimates (47) and Lemma 4.4 imply ũ = So(ṽ, w̃ + θ2) ∈ C1
(
[0, T ];L2(Ω)

)
, whereby

(G (w̃) + βpũ, 0) ∈ C1
(
[0, T ];L2(Ω)×H2

o (Ω)
)
.

By Lemma 3.2, the mild solution (ṽ, w̃), defined by (81), uniquely solves the semilinear evolution
equation (80) on [0, T ], (ṽ, w̃) is a unique strict solution of semilinear evolution equation (80), and
(ṽ, w̃) ∈ C

(
[0, T ];H2

o (Ω)×H4
o (Ω)

)
∩C1

(
[0, T ];L2(Ω)×H2

o (Ω)
)
. Thus, w̃ uniquely solves the equation

(78) and ṽ(x, t) = ∂w̃
∂t (x, t), (x, t) ∈ Ω× [0, T ], for all T ∈ (0, T0).

A Proofs in Section 3
A.1 Proof of Corollary 3.1
Proof. We first prove assertion (8) of Corollary 3.1.

Since w ∈ Br (w0, T ), then ‖w(t)− w0‖H2(Ω) ≤ r holds for all t ∈ [0, T ].
According to the triangle inequality and the Sobolev embedding theorem, there exists a constant

C = C(Ω), such that for all r ∈
(
0, κ

2C

)
, it follows that

w(t) = w0 + w(t)− w0 ≥ κ− ‖w(t)− w0‖L∞(Ω) ≥ κ− C ‖w(t)− w0‖H2(Ω) ≥ κ− Cr ≥ κ

2
, (107a)

‖w(t)‖H2(Ω) ≤ C̃, (107b)
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hold for all t ∈ [0, T ]. Here, C̃ = κ
2C + ‖w0‖H2(Ω). This proves assertion (8).

According to (107) and r ∈
(
0, κ

2C

)
, we have

sup
t∈[0,T ]

[∫
Ω

∣∣∣∣ 1

w(t)

∣∣∣∣2 dx
]
≤ 4C

κ2
, sup
t∈[0,T ]

[∫
Ω

∣∣∣∣∇ [ 1

w(t)

]∣∣∣∣2 dx
]
= sup

t∈[0,T ]

[∫
Ω

|∇w(t)|2

|w(t)|4
dx

]

≤ 16

κ4
sup
t∈[0,T ]

[∫
Ω
|∇w(t)|2 dx

]
≤ 16

κ4
sup
t∈[0,T ]

‖w(t)‖2H2(Ω)

≤ 16

κ4
C̃2.

sup
t∈[0,T ]

{∫
Ω

∣∣∣∣∆ [ 1

w(t)

]∣∣∣∣2 dx
}

≤ sup
t∈[0,T ]

∥∥∥∥∆w(t)[w(t)]2

∥∥∥∥
L2(Ω)

+

∥∥∥∥∥2 (∇w(t))2[w(t)]3

∥∥∥∥∥
L2(Ω)

2

≤ sup
t∈[0,T ]

[
4

κ2
‖∆w(t)‖L2(Ω) +

16

κ3

∥∥∥(∇w(t))2∥∥∥
L2(Ω)

]2
≤ sup
t∈[0,T ]

[
4

κ2
‖w(t)‖H2(Ω) +

16

κ3
‖∇w(t)‖2L4(Ω)

]2
≤ sup
t∈[0,T ]

[
4

κ2
‖w(t)‖H2(Ω) +

16C

κ3
‖∇w(t)‖2H1(Ω)

]2
≤ sup
t∈[0,T ]

[
4

κ2
+

16C

κ3
‖w(t)‖H2(Ω)

]2
‖w(t)‖2H2(Ω)

≤
[
4

κ2
+

16C

κ3
C̃

]2
C̃2.

sup
t∈[0,T ]

∥∥∥∥ 1

w(t)

∥∥∥∥2
H2(Ω)

= sup
t∈[0,T ]

{∫
Ω

∣∣∣∣ 1

w(t)

∣∣∣∣2 + ∣∣∣∣∇ [ 1

w(t)

]∣∣∣∣2 + ∣∣∣∣∆ [ 1

w(t)

]∣∣∣∣2 dx
}

≤4C

κ2
+

16

κ4
C̃2 +

[
4

κ2
+

16C

κ3
C̃

]2
C̃2 (108)

We set C2
1 = 4C

κ2
+ 16

κ4
C̃2 +

[
4
κ2

+ 16C
κ3
C̃
]2
C̃2, C1 is a positive constant depending on Ω, κ, and

‖w0‖H2(Ω). Because H2(Ω) is an algebra, i.e. Lemma 3.1, the assertion (9) of Corollary 3.1 holds for
t ∈ [0, T ]. With these facts, we continue on to show the assertions (10) of Corollary 3.1. For all w1 and
w2 ∈ Br(w0, T ), the algebraic property of H2(Ω) from Lemma 3.1 and the triangle inequality imply

sup
t∈[0,T ]

∥∥∥∥ [w1(t) + w2(t)]

[w1(t)]2[w2(t)]2

∥∥∥∥
H2(Ω)

≤ 2C3
1 , sup

t∈[0,T ]

∥∥∥∥ [w1(t)]
2 + [w2(t)]

2 + w1(t)w2(t)

[w1(t)]3[w2(t)]3

∥∥∥∥
H2(Ω)

≤ 3C4
1 .

Setting C2 = 2C3
1 and C3 = 3C4

1 , hence we deduce (10) of Corollary 3.1.
This concludes the proof of Corollary 3.1.
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A.2 Proof of Corollary 3.2
Proof. Recall that r ∈

(
0, κ

2C

)
, w0 = w̃0 + θ2, κ = minΩw0 > 0, w(t) = w̃(t) + θ2, w̃ ∈ Br(w̃0, T ).

For small h ∈ (0, T ) such that t+ h ∈ (0, T ], ‖w̃(t+ h)− w̃0‖H2(Ω) ≤ r, (9) and (10) of Corollary 3.1
imply (12) and (13) of Corollary 3.2 are valid with LG = βFC2.

In particular, for w̃1 ∈ Br (w̃0, T ), set w̃2(t) = w̃0, ∀ t ∈ [0, T ], then [G(w̃2)](t) = G(w̃0). Hence
(14) of Corollary 3.2 is valid from the assertion (13) of Corollary 3.2.

Set w̃2 = w̃ ∈ Br (w̃0, T ), for q ∈ C
(
[0, T ];H2

o (Ω)
)
, choose small λ ∈ R, such that

w̃1 = w̃ + λq ∈ Br (w̃0, T ) .

Then the Fréchet derivative G′ (w̃) q of G with respect to w̃ ∈ Br (w̃0, T ) exists as a linear operator
G′(w̃) : C

(
[0, T ];H2

o (Ω)
)
−→ C

(
[0, T ];H2

o (Ω)
)

given by

G′ (w̃) q = lim
λ→0

1

λ
[G (w̃ + λq)−G (w̃)] =

2βF

(w̃ + θ2)
3 q,

[
G′ (w̃) q

]
(t) =

[
G′ (w̃(t))

]
q(t) =

2βF

(w̃(t) + θ2)
3 q(t).

According to the assertion (13), the inequality (16) holds by the following computation:

sup
t∈[0,T ]

∥∥[G′ (w̃) q
]
(t)
∥∥
H2(Ω)

= sup
t∈[0,T ]

∥∥∥∥ limλ→0

[G (w̃ + λq)](t)− [G (w̃)](t)

λ

∥∥∥∥
H2(Ω)

= lim
λ→0

1

λ
sup
t∈[0,T ]

‖[G (w̃1)](t)− [G (w̃2)](t)‖H2(Ω)

≤ lim
λ→0

1

λ
LG sup

t∈[0,T ]
‖w̃1(t)− w̃2(t)‖H2(Ω)

=LG sup
t∈[0,T ]

‖q(t)‖H2(Ω) .

For all t ∈ [0, T ], choose small h ∈ (0, T ) and τ ∈ [0, 1] such that t+ h ∈ (0, T ],

‖w̃(t) + τ [w̃(t+ h)− w̃(t)]− w̃0‖H2(Ω) ≤ r,

then for ψ ∈ H2
o (Ω) with ‖ψ‖H2(Ω) ≤ 1, G′(w̃(t)) : ψ ∈ H2

o (Ω) −→ [G′(w̃(t))]ψ ∈ H2
o (Ω). By the

algebraic properties of H2(Ω), i.e. (9) and (10) from Corollary 3.1, we have∥∥G′(w̃(t) + τ [w̃(t+ h)− w̃(t)])−G′(w̃(t))
∥∥
B(H2

o (Ω))

=
∥∥[G′(w̃(t) + τ [w̃(t+ h)− w̃(t)])

]
ψ −

[
G′(w̃(t))

]
ψ
∥∥
H2(Ω)

≤2βF sup
0≤t<t+h≤T

0≤τ≤1

∥∥∥∥ 1

(w(t) + τ [w(t+ h)− w(t)])3
− 1

[w(t)]3

∥∥∥∥
H2(Ω)

‖ψ‖H2(Ω)

≤2βFC3 sup
0≤t<t+h≤T

‖w̃(t+ h)− w̃(t)‖H2(Ω).

Since w̃ ∈ C
(
[0, T ];H2

o (Ω)
)
, w̃ are uniformly continuous with respect to t ∈ [0, T ], hence the assertion

(17) is proved by
lim
h→0+

sup
0≤t<t+h≤T

‖w̃(t+ τh)− w̃(t)‖H2(Ω) = 0.

This concludes the proof of Corollary 3.2.
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B Proofs in Section 5
B.1 Proof of Lemma 5.1
Proof. We aim to show that A, defined by (77), is skew adjoint on the Hilbert space X defined by (73),
and thus generates a strongly continuous semigroup (C0-semigroup) on X by using Stone’s Lemma
(see 3.24 Theorem, Section 3, Chapter II, [2]).

From the definition (77) of A, A is densely defined in X, i.e. D(A) = X, then A is skew symmetric
(i.e. iA is symmetric) for any two (ϕ1, ϕ2) ∈ D(A) and (ψ1, ψ2) ∈ D(A) by the following computations:〈

A
(
ϕ1
ϕ2

)
,

(
ψ1

ψ2

)〉
X

=

〈(
Aϕ2
ϕ1

)
,

(
ψ1

ψ2

)〉
X

=

∫
Ω
Aϕ2 · ψ1 +∇ϕ1 · ∇ψ2 +∆ϕ1 ·∆ψ2dx

=

∫
Ω
−∇ϕ2 · ∇ψ1 −∆ϕ2 ·∆ψ1 +∇ϕ1 · ∇ψ2 +∆ϕ1 ·∆ψ2dx

= −
[∫

Ω
∇ϕ2 · ∇ψ1 +∆ϕ2 ·∆ψ1 −∇ϕ1 · ∇ψ2 −∆ϕ1 ·∆ψ2dx

]
= −

[∫
Ω
∇ϕ2 · ∇ψ1 +∆ϕ2 ·∆ψ1 + ϕ1 · Aψ2dx

]
= −

〈(
ϕ1
ϕ2

)
,

(
Aψ2

ψ1

)〉
X

= −
〈(

ϕ1
ϕ2

)
,A
(
ψ1

ψ2

)〉
X

Furthermore, Re
〈
A
(
ψ
ϕ

)
,

(
ψ
ϕ

)〉
X

= 0 for all (ψ, ϕ) ∈ D(A), so A is dissipative. By using the Lax-

Milgram Theorem (Theorem 1, Section 6.2, [5]), we have the inverse A−1 of A exists, thus we define
an operator

R =

(
0 1

A−1 0

)
.

Then
RX ⊂ D(A), AR = I, RA

(
ψ
ϕ

)
=

(
ψ
ϕ

)
, ∀ (ψ, ϕ) ∈ D(A).

Therefore, iA is invertible and the resolvent set ρ(iA) of iA satisfies ρ(iA) ∩ R 6= ∅, so the spectrum
σ(iA) ⊆ R, consequently, iA is selfadjoint, as a result, A is skew adjoint. According to Stone’s Lemma,
we have the linear operator A generates a C0-semigroup

{T (t) ∈ B(X) : t ∈ [0,∞)} .
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